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The Next Generation of Injury Simulation Today

Prosthetic tissue, wounds, and life saving skills training 
devices used in the training of medical professionals
 • Cricothyrotomy Skills Trainer
 • Needle Decompression Skills Trainer 
 • Bleeding Wound Skills Trainer
 • Amputation Skills Trainer
 • Burn Wound Skills Trainer
 • Odor Wound Skills Trainer
Merging latest special effects technology with medical and 
material sciences research to replace live tissue and training.
Physiologically based research and development 
program focused on providing enhanced training 
capabilities for medical professionals to include:
 • Basic Life Support 
 • Patient Assessment 
 • Hemorrhage Control 
 • Fracture Management 
 • Shock Prevention & Treatment
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clinicians, pooling collective knowledge to 
improve the quality, affordability, and availability 
of existing healthcare.

Ultimately, through international collaboration 
with the most eminent experts in the field, we 
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access to top-quality healthcare for all citizens. 
By enhancing public awareness of the possibilities 
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and improving healthcare as it currently exists.
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•  Network with other experts and industry  
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There is an emerging body of literature about the prolif-
eration of social networking sites (SNS) and their effects
on mental health. To date, much of it has focused on in-
vestigating the possible negative effects of SNS, such as
Internet addiction. However, research also supports the
benefits of SNS in mental health, addictions, stigmatized
identities, trauma and violence recovery, and grief sup-
port. As clinicians and researchers, we are just beginning
to harness the power of SNS to promote mental well-
being.

Participation in SNS has increased dramatically over the
past five years. A 2010 Pew report showed that 73% of
online teens and 47% of online adults in the U.S. used
SNS. Another survey conducted by Pew in April–May
2010 noted that Poland, Britain, and South Korea are
close behind the U.S. in SNS usage, followed by France,
Spain, Russia, and Brazil. Lower participation in other
countries is due primarily to less-wired populations. No-
table exceptions are Germany and Japan, where Internet
usage is high but SNS usage is low.

The European Union has been investing in e-Health
since 2004, when outgoing Public Health and Consumer
Protection Commissioner David Byrne said, “We need a
… Europe where people have easy access to clear and
reliable information on how to be in good health and
about diseases and treatment options.” An outgrowth of
the European Parliament hearing at which he testified
was the creation of the ICT (information and communi-
cation technologies) for Health, enabling health service
providers in different EU member states to work together
to exploit these technologies. More recently, the First In-
ternational E-Mental Health Summit in Amsterdam in
2009 organized by the Trimbos Institute in collaboration
with the International Society for Research on Internet
Interventions attracted 500 participants from more than
40 countries. In the U.S., the new healthcare reform law
provides financial incentives for providers to use health

information technology and electronic health records,
and in March 2011 leaders in healthcare technology will
share their innovations in San Diego and San Francisco,
California for the Health 2.0 conference.

In one such innovation, a researcher used a GPS-enabled
phone and a location-aware SNS to design a system to
help trainees with cognitive impairment who felt lost to
find a nearby caregiver. These individuals were enrolled
in a supported employment program that provided them
with a job coach to help them get to and from work for
the first few weeks. The system was programmed to send
text messages to the job coach and time and location
alarms to help the trainee get to work on time. This type
of SNS could enable parents, guardians, and caregivers
to watch loved ones unobtrusively.

A recent study of 217 college-age participants in South
Korea found that SNS network size was positively re-
lated to subjective well-being, and the results suggest
that this is due to self-disclosure. In the SNS context, it
is postulated that the positive association with well-being
results from the self-disclosure “confession effect,” the
expectation of mutual self-disclosure, and the expecta-
tion of social support.

A case study report found that deploying the Three Good
Things positive psychology exercise as a Facebook ap-
plication was viable, with a 1% dropout rate, which is
similar to or better than other online wellness applica-
tions. In the exercise, people post three good things that
happened, along with the reasons they think they hap-
pened. People found that sharing with others and view-
ing other’s posts were valuable, as long as they were able
to choose which comments they made were public and
which were private.

Specialized health SNS such as PatientsLikeMe and Dai-
lyStrength offer emotional support, social support, and
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patient empowerment; some also offer physician Q&A,
quantified self-tracking, and clinical trials access. Pa-
tientsLikeMe includes support for mental disorders such
as anxiety, bipolar affective disorder, depression, obses-
sive-compulsive disorder, and Posttraumatic Stress Dis-
order; DailyStrength provides support for an even
broader array of mental health issues. In an online SNS,
inhibitions may be lowered, anxiety may be lessened,
and anonymity may be increased. This presents the ideal
24/7 support for treatment of people with disorders such
as depression. Indeed, the Pew report showed that teens
look online for health information about issues they find
are embarrassing to talk about such as drugs, sex, and
depression.

Of course, there are cautions. One study found that people
with depression who used an online SNS spiraled down if
they had friends who were moderately or severely de-
pressed and had a negative opinion of the SNS. The re-
searchers concluded that the SNS could be helpful if people
take a break from it if their posts elicit these reactions.

A position paper on pervasive healthcare concludes that
“[provided-designed systems and services] should in-
clude help for people to access peer-to-peer social support
sharing and caring in order to encourage sustained en-
gagement with self management to build positive healthy
identities for themselves.” Online health consumers are
beginning to rely on “patient opinion leaders” for advice
on chronic conditions such as mental disorders, and we
need to be there with them. Of course, we must be mind-
ful of issues such as privacy and data accuracy as we cre-
ate tools to help SNS participants balance their needs to
share information with their needs to manage self-presen-
tation. Nonetheless, as clinicians and researchers, we
should take advantage of SNS to extend the practice of
evidence based medicine and mental health.

Brenda K. Wiederhold, Ph.D., MBA, BCIA
Editor-in-Chief, 

Journal of CyberTherapy & Rehabilitation

Virtual Reality Medical Institute



SPECIal ISSuE

Mental disorders make up a large amount of the global
burden of disease, with an estimation of 14% attributed
to neuropsychiatric disorders, and 28% of non-commu-
nicable diseases (Prince et al., 2007). Computer support
in the diagnosis, care or rehabilitation of these disorders
is increasing, motivated by the improvement of effective-
ness or more efficient use of healthcare resources. Com-
puter support in prevention programs to make individuals
more resilient against mental stress and enhance their
overall mental wellness is also receiving research atten-
tion. Considerable attention has been devoted to studying
the efficacy of some of these systems, and some attention
is now being given to the use of these technologies, for
example, in a recent special issue in the Interacting with
Computers journal (Doherty & Bickmore, 2010). As has
been recognized in areas such as consumer electronics
and office applications, the interplay between technology
and humans is an important factor in determining the use
and acceptance of technology. Likewise, as a result, these
aspects also seem to be important in the domain of mental
health computing, considering the use, acceptance and
accessibility of computer support systems for clinical psy-
chology and also the human values these systems effect.

This special issue, therefore, focuses on cognitive engi-
neering for technology in mental healthcare and rehabil-
itation, or more specifically, mental health computing.
While cognitive engineering is an approach to analyze,
model, design and evaluate interactive, complex systems,
cognitive ergonomics is a relatively young branch of sci-
ence, which focuses on the reciprocal influence between
work and the human mind (Hollnagel, 1997), which
often nowadays involves the use of computer technol-
ogy. In this context, work could mean the activities of
the therapist, for example, when administering treatment,
but also include physical or mental efforts of a patient to
accomplish a specific goal. Enhancing knowledge in this
area seems essential, as computer support systems for
mental health are becoming more complex as multiple
actors are supported (e.g. patients, therapists, technical
support, social support network, daily care takers), sys-
tems are distributed over time and place (e.g. a-synchro-
nized, mobile, and remote care or treatment), and
technologies are become more sophisticated (e.g. phys-
iological sensors, artificial intelligent, multi modal inter-
action). Adding to the complexity of the situation is also
the mixture of mental health researchers and technology
oriented researchers that are active in this field. However,
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Cognitive Engineering in mental health Computing

Willem-Paul Brinkman, Delft University of Technology, The Netherlands

Computer applications in the support of mental healthcare and rehabilitation are becoming more widely
used. They include technologies such as Virtual Reality (VR), electronic diaries, multimedia, brain
computing and computer games. Research in this area is emerging, and focuses on a variety of issues
such as clinical effectiveness of a computer supported intervention, usability of a system, human values
that are affected by a technological intervention, actual use, acceptance, and accessibility of these sys-
tems. To classify and to understand the objectives of the work presented in this special issue the mental
health computing research model is presented. This descriptive model identified four research cate-
gories: (1) technology elements, (2) technology intervention, (3) clinical effect, and (4) field use. Each
category has its own focus, methods and set of researchers.  

Keywords: Cognitive Engineering, Mental Health Computing, Research Model
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Identified problems, opportunities and values 

Technological innovations   

Technology element Technology Intervention Clinical effect field use

Focus on effect of technol-
ogy components that affect
the interactions with a user

Methods include, for exam-
ple, lab studies, often with

non-patients

Strong involvement of 
technology-oriented 

researchers

Focus on establishing 
usable technological 
health intervention

Methods include both de-
sign activities and, for 

example, usability studies,
often with non-patients, but

also with therapists

Often multidisciplinary
team

Focus on efficacy of 
treatment with technology

intervention

Methods include case 
studies and randomized 

controlled trials with 
patients

Strong involvement of 
mental health researchers

Focus on daily practice on
technology intervention

Methods include field 
observations, or surveys
among patients and/or 

therapists

Involvement of clinicians

10

their involvement differs widely depending on the re-
search focus, which often becomes visible in evaluation
activities. For example, some talk about a two-stage ap-
proach for the collaborative process between these two
types of researchers in the design of this type of technol-
ogy (Coyle, Doherty, Matthews, & Sharry, 2007), one
focusing on the design and development of technology,
and the other on the clinical evaluation. Moving from a
development view to a research view, research can be
placed into four categories (Figure 1), each with their
own focus, methods and involvement of researchers. 

These categories are (1) technology element, focusing
on the specific technology component and its effect on
interaction with humans; (2) technology intervention, fo-
cusing on the design of a usable and acceptable computer
support system; (3) clinical effect, focusing on clinical
effectiveness of computerized intervention, and (4) field
use, focusing on the use of the computerized intervention
in the field. From an intervention perspective, these cat-
egories might appear to be successive stages. However,
for the researchers involved, especially in the technology
element category, a specific intervention might not yet
be envisioned. In the opposite direction of the techno-
logical innovation is the information flow from the clin-
ical field. This includes feedback about the effect of
current technology intervention in the field; problems or
limitations of non-technology supported treatment and
care; and also new opportunities due to new theories or

enhanced clinical knowledge. It is also important to ac-
knowledge values. For example, patient autonomy, re-
spect, and privacy are human values that drive demands
and acceptance of technological innovations. With a
focus on cognitive engineering, the contributions in the
special issue particularly address research in the technol-
ogy element and intervention categories. Whereas re-
search in these two categories also includes evaluation,
in the clinical effect category evaluation is clinical, often
directly including the target group, e.g. the patients, with
a strong involvement of mental health researchers. Be-
fore large scale randomized controlled trails (RCT) are
conducted, such as a comparison of the treatment effect
between treatment with and without technology inter-
vention (Botella et al., 2007; Krijn et al., 2007), small
pilot studies are often carried out, ensuring that re-
searchers have a sufficient understanding about potential
additional clinical factors, and ensuring that the technol-
ogy is stable and usable. RCTs are time consuming, and
technological innovations are often frozen once the RCT
is underway. One such pilot study is presented by
Hourani, Kizakevich, Hubal, Spira, Strange, Holiday,
Bryant, and McLean in this issue. These authors com-
pared the efficacy of a newly designed stress inoculation
training (SIT) based intervention, predeployment SIT
(PRESIT), with current best practices, in this case the
U.S. Navy and Marines’ combat and operational stress
control programs. PRESIT includes a multimedia stres-
sor environment (MSE) that allowed individuals to travel

Figure 1. Mental health computing research model.

Cognitive Engineering in Mental Health Computing
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in a vehicle through an Iraqi village in a virtual scenario,
encountering enemies or events such as explosions, but
also cues individuals had to react on to test their reaction
time. The results of the pilot study showed support for
the MSE and PRESIT in general.

Research in the field use category can also examine clin-
ical efficacy, however, this time in a practical, less con-
trolled setting, for example, a study about observations
made in nearly 500 virtual reality (VR) therapy sessions
in a clinic (Wiederhold & Wiederhold, 1999). The use
and usability problems can also be studied in the field,
as was done, for example, during field observations on
how therapists used a VR exposure therapy system in the
treatment of fear of flying (Brinkman, Sandino, & van
der Mast, 2009; Brinkman, van der Mast, Sandino, Gu-
nawan, & Emmelkamp, 2010). As technological innova-
tions for mental healthcare and rehabilitation will
become more established, research in this category is
likely to increase. 

The majority of the work presented in the special issue
is focused on the technology element and innovation cat-
egories (Figure 2). Research that falls in the technology
element category often provides knowledge that can be
applied across multiple technology interventions. A good
example of this is the work of Busscher, de Vliegher,
Ling and Brinkman presented in this issue. They present
a study into physiological measurement and the evalua-
tion on neutral VR worlds. Because of individual differ-
ences, the physiological baseline measurement is often
done in a virtual environment without stressors. How-
ever, because of the technology novelty factor, individ-

uals might already be aroused. Their study, however,
showed that a neutral virtual world does not have to lead
to an increase in arousal, a finding that is beneficial for
VR interventions that use physiological measurements.
The work presented by Brouwer, Neerincx, Kallen, van
der Leer and ten Brinke also provides new insights which
are relevant for interventions that apply a VR neuro-bio
paradigm, for example, to treat stress-related disorders.
They induced stress by simulating a bomb explosion in
VR and by giving negative feedback to participants
about their performance. Analyzing EEG, ECG and cor-
tisol level, they found that stress was reflected in EEG
mid-frontal alpha asymmetry, heart rate variability, and
cortisol level.  The last paper in the special issue that also
can be placed in the technology element category is the
work from Cherni, Kadri, Taruella, Joseph, Le Roy and
Klinger. The technology element they studied was the
screen size of a virtual system that delivered virtual in-
formation. They found that increasing the size of the
screen improved their participants’ perception of the vi-
sual information and had a positive effect on perform-
ance in the virtual task. Although this task is especially
relevant as a part of cognitive rehabilitation intervention
for patients with a brain injury, the finding also seems
relevant for VR-based therapy in general, and for VR-
based applications for non-patients such as virtual train-
ing environments. All three studies in this category used
non-patients in their experiments, and in two studies this
was combined with a group of patients. 

As the work of Cherni et al. focuses on a specific inter-
vention, it can also be placed in the technology interven-
tion category. Likewise, the work of ter Heijden and
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Technology element                                              Technology intervention Clinical effect

Evaluating Neutral VR
Worlds (Busscher, de

Vliegher, Ling, &
Brinkman, 2011)

Stress Responses in VR
(Brouwer, Neerincx,

Kallen, van der Leer, & ten
Brinke, 2011)

VRE with automated free
speech (ter Heijden &

Brinkman, 2011)

Display size and cognitive
rehab (Cherni et al., 2011)

ICT for reminiscing (Mul-
venna et al., 2011)

Combined use of VR and
Music for Rehab (Trobia,
Gaggioli, & Antonietti,

2011)

The Military – 3MR system
(Brinkman, Vermetten, van

den Steen, & Neerincx,
2011)

Predeployment 
stress inoculation training 

(Hourani et al., 2011)

Figure 2. Contributions to the special issue.
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Brinkman, which focused on the treatment of social pho-
bia in VR, has a technology element that is beneficial for
the intervention of other mental disorders. Still, their
work can be seen as an exploration of various design so-
lutions of a specific intervention – VR-exposure for so-
cial phobic patients. They compared three types of
automatic free speech implementations that allowed in-
dividuals to have a free speech dialogue with a virtual
character in a VR environment. They set this against a
control condition in which a human operated the verbal
response of the character. The study included a group of
non-patients and two phobic patients. On several meas-
ures the human control condition did not outperform all
the automatic conditions, suggesting that an automated
semi-scripted conversation might create a similar expe-
rience as a manually controlled conversation. Trobia,
Gaggioli, and Antonietti also studied the feasibility of a
technology intervention – an integrated training ap-
proach that combined VR technology and music to sup-
port stroke patients in the performance of mental
practice. Over a period of eight weeks two stroke patients
received treatment with the system, and results showed
an increase in motor scores and an improvement in re-
ported activities of daily living. Stroke rehabilitation,
therefore, seems to be supported by this intervention. The
idea of combining multiple modalities can also be found
back in the Military Multi-Modal Memory Restructuring
System put forward by Brinkman, Vermetten, van den
Steen and Neerincx. Their system was designed to treat
combat veterans with posttraumatic stress disorder and
focuses on the restructuring and relearning of past
events. They report on a series of design and evaluation
activities to establish a technology intervention that was
usable and enhanced storytelling. As the focus was on
establishing a complete design solution, they followed a

situated cognitive engineering approach (Neerincx &
Lindenberg, 2008) to study the various factors and es-
tablish requirements and specifications. The use of de-
sign methods seems specifically relevant for the
technology intervention category. The focus of these
methods, however, should not be limited to technology
but should also consider interaction with the various ac-
tors and their values as emphasised by value sensitive
design methods (Friedman, Kahn, & Borning, 2006). For
example, Mulvenna, Doyle, Wright, Zheng, Topping,
Boyle and Martin, with their empirical evaluation of
card-based and device-based reminiscing not only
looked at usability, but also looked at the attitude of older
people towards their system. They concluded that results
showed no specific barriers to the usage of the system
for reminiscing activities. 

PEoPlE InVolVEd

In August 2010 the workshop “Cognitive Engineering
for Technology in Mental Health Care and Rehabilita-
tion” was held in Delft, The Netherlands as part of the
European Conference on Cognitive Ergonomics. The
workshop was organized by Willem-Paul Brinkman,
Gavin Doherty, Alessandra Gorini, Andrea Gaggioli, and
Mark Neerincx. The special issue is one of the outcomes
of that workshop. 

Many people have been involved in this special issue and
especially the help of the Managing Editor, Emily
Butcher, was much appreciated. The following people
have acted as reviewers in the special issue:
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InTroduCTIon

Virtual Reality Exposure Therapy (VRET) is receiving
considerable research attention for treatment of patients
suffering from anxiety disorders such as claustrophobia,
fear of driving, acrophobia, spider phobia, social phobia,
panic disorder with agoraphobia, Posttraumatic Stress
Disorder (PTSD), and fear of flying. VRET is based on
the idea of gradual exposure in vivo, considered the gold
standard for treatment of phobias. Recent meta-studies
(Gregg & Tarrier, 2007; Parsons & Rizzo, 2008; Powers
& Emmelkamp, 2008) show that exposure in VR is as ef-
fective as exposure in vivo. An important element of the
therapy is that the exposure is done gradually to more
anxiety-arousing situations. Therapists are, therefore,
continuously monitoring the anxiety level of a patient.
This can be done using Subjective rating of Anxiety
(SUD), behavioral observations or physiological meas-
ures. The latter has the advantage of being more objective
and can be used directly by a computer to assist a thera-
pist in a multi-patient VRET setting (Paping, Brinkman,
& van der Mast, 2010). Physiological measures, however,
need a baseline measurement because of individual vari-

ation. One often used procedure is to obtain a physiolog-
ical baseline recording when the patient is placed in a
neutral VR world, i.e. a VR world which should not in-
clude phobia-related stressors. Even if this world has no
phobia-related stressor, it is not clear whether the experi-
ence of being placed in a Virtual Environment (VE)
causes some level of anxiety. Some authors (Wiederhold
& Wiederhold, 2005) have suggested that the majority of
non-phobic individuals do get some level of arousal when
placed in a VE. For example, Jang et al. (2002) report a
study with non-phobic individuals and observed that par-
ticipants were initially aroused in the VR exposure, but
returned to a normal baseline after approximately seven
minutes. In another study, Wiederhold et al. (1998) also
report that non-phobics, when placed in a VE, initially
show some level of anxiety. They argued that the VE is a
new and novel stimulus and therefore causes this effect.
Expanding on this line of reasoning, this paper explores
whether the design of the neutral world can also con-
tribute to this effect. Or in other words, would it be pos-
sible to design a truly neutral world? As reported in this
paper, we were confronted with this question after the re-
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sults of our first study suggested that both phobic and
non-phobic participants showed higher heart rates during
exposure in a neutral virtual world than in both the VE
with phobic stressors and in the recovery phase after the
VR exposure. Furthermore, both phobics and non-phobic
individuals experienced moderate to severe nausea in the
neutral VR condition. This called into question the neu-
trality of the neutral virtual world and led to our research
into the creation of neutral virtual worlds. 

The paper starts with briefly discussing key concepts such
as VR systems, presence and problems experienced by
patients.  After this, the first study is presented in which
both non-phobic and phobic individuals are placed in a
neutral VR world, a virtual airplane, and a recovery
phase. The second study starts with a discussion of the
design of a new neutral VR world. This virtual world
aims to be an almost identical representation of the room
the individual is sitting in. Results are presented from data
collected in four conditions – the real world room, the
new neutral VR world, the virtual airplane, and recovery
phase. The paper concludes by discussing the findings
which suggests that it might be possible to design a truly
neutral world. Also, no support was found for a possible
transfer of habitation from the physical room to the neu-
tral virtual room. 

baCkground

The sense of being a part of the VE even when a person
is physically situated in a totally different real world is
considered a key element of VRET. This concept of pres-
ence is related to four components – technological de-
vices; user-computer interactions; main task and the user
(IJsselsteijn, de Ridder, Freeman, & Avons, 2000; Wit-
mer, Jerome, & Singer, 2005). In the application field of
VRET, the main technical devices used are a head
mounted display (HMD) and a computer automatic envi-
ronment (CAVE). The CAVE has a relatively higher im-
mersion level with stereoscopic images on four to six
sides around the user while the HMD has only one stereo-
scopic image in front of the user. In a study on the effects
of VRET in patients with acrophobia using CAVE and
HMD, it is reported that VRET was superior to no-treat-
ment on anxiety, behavioral avoidance and attitudes to-
wards heights. Although the therapy given in the CAVE
resulted in higher level of presence than the therapy given
through the HMD, no differences in effect were found be-
tween them and the results remained stable during the fol-
lowing six months (Krijn, Emmelkamp, Biemond, et al.,
2004). This, therefore, seems to suggest that only a certain

level of presence is needed for treatment to be effective.
Even with devices such as a HMD or a CAVE, patients
can still experience low levels of presence causing them
to drop out of the treatment (Krijn, Emmelkamp, Olafs-
son, & Biemond, 2004). This underlines the idea that
presence is also determined by individual factors (Ling,
Nefs, Brinkman, Heynderickx, & Qu, 2010) such as vi-
sion ability, cognitive processing ability of the VE (T. W.
Schubert, 2009), and personality (Wallach, 2010). It has
also been suggested that imaginative power influences
presence (Huang, Himle, & Alessi, 2000; Regenbrecht,
Schubert, & Friedmann, 1998). Being able to visualize
more vividly could intensify the experience of the VE.
Cybersickness is another potential intervening factor. Cy-
bersickness is a form of motion sickness that occurs as a
result of exposure in a VE and can range from a slight
headache to an emetic response (Stanney, Mourant, &
Kennedy, 1998). Although physiological measurements
can be used for determining anxiety during VRET, the
side effects of cybersickness can also arouse physiologi-
cal changes in people (Min, Chung, Min, & Sakamoto,
2004). Both cybersickness and presence therefore seem
to be important factors that might explain, besides the ini-
tially suggested habituation, physiological effects in neu-
tral virtual worlds.

STudy 1

mEThod

The first study initially aimed to study physiological re-
sponse of both phobic and non-phobic individuals in a
VE with phobic stressors. Both groups were exposed to
three conditions – a neutral virtual world, a virtual flight,
and a recovery phase. Both the effects for two groups and
conditions on physiological recordings and self-reported
anxiety were analyzed.

VR SyStEm

The VRET Delft 2007 system is described in detail else-
where (Aslan, 2007; Brinkman, van der Mast, Sandino,
Gunawan, & Emmelkamp, 2010; Gunawan, Mast, Neer-
incx, Emmelkamp, & Krijn, 2004; Schuemie, 2003).
Briefly, the HMD used was the stereoscopic Cybermind
Visette Pro with a resolution of 640x480 per display and
a 60 Hz refresh rate. An Ascension Flock of Birds was
used as the tracking tool. Two personal computers (PC)
were used in the system – the therapist's computer where
the therapist controls the therapy session and a patient PC
which gets input from the HMD and therapist computer.
Both the neutral virtual world and the flight world were
created with WorldUp R4 by Sense8. 

Evaluating Neutral VR Worlds



PARtICIPAntS

Participants for Study 1 were aviophobics that applied for
therapy at the VALK foundation, and non-paid volunteers
without fear of flying who acted as a control sample. The
VALK foundation is a mental health clinic that specializes
in aviation-related anxiety. During the recruitment period
46 phobic clients who applied for treatment received writ-
ten information regarding the VR study at their home ad-
dress two weeks before their first visit. Out of this group,
40 phobics were willing to participate. One client was ex-
cluded because of the use of cardioactive medication (ß-
blockers). This left 39 phobic clients (15 men) with an
average age of 44.5 (SD = 12.4), who fulfilled the DSM-
IV criteria for specific situational phobia furnishing us-
able data. In the same period 22 non-paid volunteers
without fear of flying and an average age of 48.3 (SD =
11.4) successfully completed a part of the same protocol.
Volunteers were recruited through the social network of
the research institution’s staff. One of them received a
positive diagnosis for aviophobia during the intake and
was excluded. Another control subject’s questionnaire
data was rendered unusable, her physiological data was
included for analyses. The 21 non-phobic healthy subjects
had flown at least several times; most of them had flown
within 18 months of the experiment. None of the control
subjects was ever treated for fear of flying. Before the
start of the experiment, informed consent was obtained
from all participants. The research protocol has been ap-
proved by the local medical ethics committee.

mEASURES

For the physiological recordings, the three target variables
were Heart Rate (HR), Pre Ejection Period (PEP) and
Respiratory Sinus Arrhythmia (RSA). PEP is considered
a measure of (activating) sympathetic cardiac control
(Sherwood, et al., 1990), whereas RSA is a measure of
(calming) parasympathetic control (Berntson, et al.,
1994). Scoring of these variables from thorax impedance
and the ECG is described in detail elsewhere (Goedhart,
Kupper, Willemsen, Boomsma, & de Geus, 2006; Goed-

hart, Van der Sluis, Houtveen, Willemsen, & De Geus,
2007). Briefly, from the ECG (sampling rate 1000 Hz)
the HR was obtained from the time between two adjacent
R waves. PEP was defined from the ECG and ICG as the
time interval from the Q-wave onset, the onset of the
electromechanical systole, to the B-point (from the ICG),
which signals opening of the aortic valves (Sherwood, et
al., 1990; Willemsen, DeGeus, Klaver, VanDoornen, &
Carroll, 1996). RSA was obtained from the ECG and res-
piration signals by subtracting the shortest IBI during HR
acceleration in the inspirational phase from the longest
IBI during deceleration in the expirational phase (i.e. the
peak-through method) (Grossman, 1990). When no
phase-related acceleration or deceleration was found, the
breath was assigned a RSA score of zero. Automatic scor-
ing of PEP and RSA was checked by visual inspection of
the impedance and respiratory signal from the entire
recording. Our focus on cardiac parameters reflects two
major considerations – measurements needed to be as
non-invasive as possible and they needed to respond to
changes in psychological state over a time scale of a few
minutes. The PEP and RSA measures are uniquely qual-
ified to meet both demands (Goedhart, et al., 2006;
Willemsen, et al., 1996). Using a visual display of the out-
put of an inbuilt vertical accelerometer, we identified arte-
fact free periods in each condition that lasted at least five
minutes each.

All questionnaires were administered in the Dutch lan-
guage, including:
-The Subjective Units of Discomfort (SUD) scale was
used to examine to what extent participants were feeling
anxious at several moments. They had to indicate their
perceived anxiety on a scale from 1 (“totally relaxed”) to
10 (“extremely anxious”) (Wolpe, 1973).

-The Visual Analogue Flight Anxiety Scale (VAFAS) was
used to examine to what extent participants were anxious
about flying. The one-tailed scale ranges from 0 ("no
flight anxiety") to 10 ("terrified or extreme flight anxi-
ety") (Van Gerwen, Spinhoven, Van Dyck, & Diekstra,
1999).

-The Igroup Presence Questionnaire (IPQ) was used to
measure the feeling of being in the VE. Each of the 14
items  is rated on a 7-point Likert-type scale, ranging from
-3 ("totally disagree") to 3 ("totally agree"). The IPQ scale
consists of three subscales: spatial presence, involvement
and realness. The psychometric properties proved to be
good to excellent (T. Schubert, Friedmann, & Regen-
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 Figure 1. Left, the neutral courtyard, right, 

virtual flight world.
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brecht, 2001). In the present study only the total score on
the IPQ was used. The internal consistency in the present
study was good, Cronbach’s Alpha .95.

PRoCEdURE

All measurements took place at the VALK facility. Upon
arrival participants were informed about the procedure. For
the aviophobics it was emphasized that participating was
voluntary and neither participation nor refusal to participate
impacted on the quality of treatment. After informed con-
sent was given, six electrodes were attached and connected
to the Vrije Universiteit Ambulatory Monitoring System
(VU AMS) which records the thorax impedance and the
ECG in freely moving individuals (Goedhart, et al., 2006;
Goedhart, et al., 2007; Houtveen, Groot, & de Geus, 2006;
Riese, et al., 2003; Willemsen, et al., 1996).

Participants were then seated upright in a normal chair
and partook in three experimental conditions, always in
the same fixed order. Participants first received a 7-
minute VR exposure in a neutral VE after which they
were asked to fill out the IPQ. The neutral VE (Schuemie,
2003) consisted of a courtyard in which participants
moved around under therapist control, i.e. locomotion is
not controlled by the participants. The locomotion was
standardized and automated. Participants completed two
rounds along the outer perimeter of the courtyard (Figure
1, left). This condition was followed by a 7-minute VR
flight simulation in a real airplane seat. Participants were
seated upright and followed a standardized program con-
sisting of taxi-out, take-off, a short cruise flight, descent,
approach and landing. Subsequently, participants were
given seven minutes of recovery time while seated in the
airplane seat. Subjective units of distress (SUD) were
measured at four discrete moments – before the start of
the experiment, directly after both VR presentations and
at the end of the recovery period. The VAFAS was ad-
ministered before start of the experiment.

rESulTS

Comparison of phobic and non-phobic control partici-
pants on sociodemographic characteristics and the
VAFAS scale were performed with one-way ANOVA.
Table 1 shows the main characteristics for the group of
phobic participants and the control group. 

An ANOVA was conducted on the SUD scores collected
in three conditions (neutral VR world, virtual flight, and
recovery) from the two participant groups (phobic, and
control). Significant condition (F(1.73,91.54) = 3.81, p =

.031) and group (F(1,53) = 21.68, p < .001) effects were
found for self-reported distress. Phobics had higher levels
throughout, while on average, participants reported less
fear during recovery compared to the virtual flight. Fol-
low-up analyses for both groups separately showed sig-
nificant differences in reported anxiety between the
recovery condition and both the neutral VR world (t(1,
37) = 2.51, p = .017) and the virtual flight (t(1,33) = 3,09,
p = .004) for the flight phobics, while no significant dif-
ferences between conditions were seen for the control
group (Figure 2).

Evaluating Neutral VR Worlds

Phobics 
Mean 

(SD or %)

Non-phobics
Mean 

(SD or %)

Number of participants
Total
Men
Women

39
15 (38%)
24 (62%)

21
11 (52%)
10 (48%)

Age (years) 44.5 (12.4) 48.3 (11.4)

BMI 24.6 (3.8) 23.5 (2.4)

VAFAS 8.0 (1.4)* 0.6 (0.7)

Table 1
Number of participants, gender, age, BMI and VAFAS

score in study 1

Condition

RecoveryFlight WorldNeutral VR World

S
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D
 V

a
lu

e

5

4

3

2

1

Phobics

Controls

Figure 2. SUD scores for phobic and control participants.

* Phobics differ from non-phobics at p  < .001
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An ANOVA with the same independent variable was also
conducted on the physiological data. Of the physiological
variables, RSA had to be log (ln) transformed to obtain
normal distributions.  For HR a significant main effect was
found for condition (F(1.78, 101.62) = 16.94, p <.001).
Both control participants and phobic participants had
higher heart rates during the neutral VR world than in any
other condition (Figure 3). In contrast to the main effect
of condition for HR, no significant effects of condition
were found in RSA and PEP data. In fact, there was no
significant main or interaction effect in RSA at all. A sig-
nificant main group effect did emerge in PEP data, phobic
participants had significantly shorter PEP values than con-
trol subjects, indicating higher cardiac sympathetic control
(F(1,58) = 5.83, p =.019). 

A one-way ANOVA was conducted for the IPQ. Non-pho-
bic subjects scored significantly higher on the total IPQ
scale (F(1,57)=10.42, p=0.002) including its subscales
Spatial Presence (SP: F(1,57)=11.45, p < 0.05), Involve-
ment (INV: F(1,57)=5.24, p < 0.05), and Realism (Real:
F(1,57)=4.08, p < 0.05). IPQ scores were relatively high
compared with other studies1. No significant correlations
between IPQ scores and SUD scores were found.

Almost all participants complained either during or di-
rectly after the neutral VE exposure about dizziness and
nausea. This was corroborated by an elevated HR during
this supposedly non-provocative neutral condition. No dif-
ference in anxiety between the neutral VR world and the
flight world was reported by the flight phobics. All other
measures did not differentiate between conditions. This
led us to the conclusion that the neutral VR world proba-
bly was not truly neutral after all.

STudy 2

mEThod

Novelty of a new environment or cybersickness might
have caused the higher level of arousal in the neutral VR
world in Study 1. This would suggest that arousal level
could be reduced by removing the novelty and therapist
controlled locomotion element from the neutral VR world.
The aim of the second study was, therefore, to examine
whether a new neutral world would still result in an ele-
vated level of arousal. In addition, the study also set out
to study the suggested novelty effect or possible transfer
of habituation by changing the order in which physiolog-
ical recording was collected (the actual room first, or vir-
tual room first). 

VR SyStEm And nEw nEUtRAL woRLd

To make a possible transfer of habituation possible a vir-
tual world was created which was a close replication of
the actual room the individual was situated in, causing par-
ticipants to see the same environment when they would
put on or take off the HMD. Participants were seated in
front of a television (Figure 4, right) showing a documen-
tary about wildlife. In the new neutral VR world (Figure
4, left) participants were seated in front of the same tele-
vision set showing the same documentary. Looking
around with or without the HMD would give the same
view of the room. The new neutral VR world ran on the
same hardware as the VR flight and the old neutral VR
world but used different software with the exception of
the Windows XP operating system. The Vizard Virtual Re-
ality Toolkit, Vizard 3.0 was used to create an executable
that provided head tracking and the image for the HMD.
The model of the room was created with Autodesk Maya
2008 and textures were edited with Adobe Photoshop
CS2. The model consisted of the room in which a table,
television set, room dividers and a metal rail were modeled
in detail. There were 18 textures made with several differ-
ent sizes ranging from 2048 x 2048 pixels (the wall closest
to the patient) to 64 x 512 pixels (a table leg). The world
was displayed with a resolution of 640 x 480 to match the
resolution of the HMD used in VR flight. All textures were
file textures. The textures were made out of photographs
taken from the location where the patient would sit. Every
visible face got its own unique texture. No dynamic lights
or computer-generated shadows were used. Distortion was
removed from the images and the color balance of several
images was altered. Some objects were edited out of tex-
tures, like the table that was removed from the photograph
that formed the texture for the wall behind the television
set, which was facing the patient. Shadows belonging to
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Figure 3. Average HR for phobic and non-phobic combined.
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objects that were removed from the scene were edited out
like the radio and chair in front of the table. Some shadows
had to be drawn in by hand like the shadow of the table
on the part of the wall behind the table. A video could be
displayed on the television set triggered by pressing a key-
board button. The video used was ripped from DVD and
re-compressed with a resolution of 720 x 576 at 25
frames/second. The video format and codec used was VC-
1, WMV3 (Windows) and the audio format and codec
used was WMA2, 161 (Windows). The video was edited
to a duration of 6 minutes and 29 seconds. A DVD with
the exact same edited video was made so that the video
could be played on the DVD player in the actual room.

PARtICIPAntS

Forty-four subjects participated, comprised of 32 students
who earned credits by participating and 12 non-paid volun-
teers recruited by means of word-to-mouth. All participants
received an E-mail with information regarding the study be-
fore the start of the experiment. One participant was ex-
cluded because of the use of cardioactive medication.
Another two participants were partly excluded from analyses
because of equipment failure during physiological record-
ings; their questionnaire data was included for analysis. Av-
erage age of all 43 (16 men) participants was 25.6 (SD =
8.0), the youngest being 18 years old, the oldest 51.

mEASURES

In addition to the three physiological measurements and
questionnaires used in the previous study the following
two questionnaires were added:

-The Simulator Sickness Questionnaire (SSQ) was used
to examine to what extent participants experienced symp-
toms associated with simulator sickness caused by the VR
exposure. The SSQ consists of a checklist of 27 symp-
toms, each of which is rated in terms of degree of severity
(none, slight, moderate, severe). It is normally adminis-
tered twice, before and after a VR exposure (Kennedy,
1993). The instrument provides three subscales (Nausea,

Oculomotor and Disorientation) and a composite Total
Severity Score, which is used in the present study. The in-
strument’s psychometric properties are good (Johnson,
2005). The internal consistency in the present study was
good, Cronbach’s Alpha .78.

-The Vividness of Visual Imagery Questionnaire (VVIQ)
was used to examine the patients' ability to form mental
pictures (Marks, 1973). The vividness of the image is rated
along a 5-point Likert-type scale, from 1 ("perfectly clear
and as vivid as normal vision") to 5 ("no image at all, you
only 'know' that you are thinking of an object"). All items
for images obtained are first answered with eyes open,
secondly with eyes closed. Note that a low VVI score
means vivid imagery and a high score means vague im-
agery. The psychometric properties proved to be good to
excellent (Campos & Perez-Fabello, 2009). In the present
study the average score on the VVIQ was used. The inter-
nal consistency in the present study was good, Cronbach’s
Alpha .95.

PRoCEdURE

Participants started with filling out the VAFAS and the
SSQ (pre-exposure). After attachment of the electrodes of
the VU AMS participants were seated upright in a normal
seat. Participants randomly started either with the new
neutral VR world, or the neutral real world. Participants
were asked to complete the IPQ and SSQ-post-exposure
directly after the neutral VR world. These two conditions
were followed by a 7-minute VR flight simulation while
seated in a real airplane chair. Participants were seated up-
right and followed a standardized program consisting of
taxi-out, take-off, a short cruise flight, descent, approach
and landing. Subsequently, participants were given seven
minutes of recovery time while seated in the airplane seat.
SUD scores were recorded at five discrete moments – be-
fore the start of the experiment, directly after both neutral
worlds, after the virtual flight and at the end of the recov-
ery period. Before the start of the experiment informed
consent was obtained from all participants. The research
protocol had been approved by the local medical ethics
committee.

rESulTS

As was done with Study 1, a series of ANOVAs was con-
ducted to study the effect of two independent variables –
condition (real world, new neutral VR world, virtual
flight, recovery), and group (first real world then new
neutral VR world, or first new neutral VR world and then
real world).

 

Figure 4. Left, new neutral virtual world, right, picture
of the actual room.
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A significant main effect was found for condition (F(2.46,
100.9) = 3.29, p =.032) in the SUD scores. Participants re-
ported lower levels of anxiety during the real world than
during any other condition. Follow-up analyses for both
groups separately showed a significant difference in re-
ported anxiety between the real world and both the new
neutral VR world (t(1, 20) = -2.32, p =.031) and the virtual
flight (t(1,20) = -2,35, p =.029) for the participants who
saw the real world first (Figure 5). Interestingly, no sig-
nificant differences between conditions were found when
the new neutral VR world was presented first.

The analysis of heart rate found a significant condition by
group interaction (F(2.19, 85.32) = 5.48, p = .005), to-

gether with a main effect of condition (F(2.19, 85.32) =
10.12, p < .001). Follow-up tests revealed that HR during
the virtual flight was significantly lower than HR in any
other condition (all p <. 001), while the interaction with
group was driven by an increase of HR during the real
world condition for the participants who saw the real
world first (Figure 6).

In contrast to the condition by group interaction for HR,
no significant condition by group interactions were found
for RSA and PEP. Significant main condition effects did
emerge for overall RSA and PEP levels. Participants had
significantly longer RSA values during virtual flight com-
pared to all other conditions, indicating higher parasym-
pathetic control during the virtual flight (F(2.72, 106.04)
= 9.06, p < .001), and significant longer PEP values during
virtual flight compared to the new neutral VR world and
the recovery condition (F(3, 37) = 5.12, p =.003), indicat-
ing less cardiac sympathetic control during virtual flight.

On average, participants had a significant decrease in SSQ
from pre- to post-presentation measurement (t(1,
41)=2.65, p=.011). These changes from pre to post scores
on the SSQ were significantly correlated to the SUD val-
ues from the Virtual Flight such that decreased simulator
sickness was accompanied by a lower anxiety score during
the flight condition (r = -.437, p = .003). SSQ-post scores
were significantly correlated with SUD-Flight (r = .508,
p = .001) and SUD-Recovery (r=.522, p<.001). Partici-

Mean (SD or %)

Number of participants
Total
Men
Women

43
16 (37%)
27 (63%)

Age (years) 25.6 (8.0)

BMI 22.6 (2.8)

VAFAS 0.8 (1.2)

Table 2
Number of participants, gender, age,  BMI and VAFAS

score in study 2
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Figure 5. SUD scores for both groups.
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Figure 6. Average HR for both groups.
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pants with lower post presentation simulator sickness
scores reported lower anxiety during the virtual flight and
the recovery condition, while participants with higher post
presentation SSQ values reported more anxiety in both
conditions.

No significant correlations between IPQ scores, SUD scores
and VVIQ were found. A significant negative correlation
was found between IPQ and SSQ-Post (r = -.325, p =.033)
and a significant positive correlation was found between
IPQ scores and SSQ pre-post (r=.391, p=.009). On average,
participants with a higher presence score had a lower post-
presentation simulator sickness score than participants with
lower IPQ score, while participants with a higher presence
score showed a stronger decrease in simulator sickness
compared to participants with lower IPQ scores.

CroSS ComParISon

Cross comparison was performed on control participants
from Study 1 with all participants from Study 2. Table 3
shows the main characteristics for both groups. ANOVAs
were conducted with condition (Neutral VR world, Flight
world, Recovery) and group (participants Study 1, partic-
ipants Study 2) as independent variables. Age was added
as a covariate.

A significant group by condition interaction was found
for self-reported distress (F(1.71, 104.1) = 6.76, p =.003),
together with main effects of group (F(1,61) = 5.10, p =

.028) and condition (F(1.71,104.1) = 9.19, p < .001). In
Figure 7 it can be seen that the control participants in
Study 1 had higher levels of distress throughout, while in
contrast with the participants from Study  2, their reported
distress was highest during the  neutral VR condition.

In parallel with self-reported distress, a significant
group by condition interaction was found for HR
(F(4.57,101.21) = 4.57, p = .017), with a main effect
for condition, not for group (F(1.72,101.21) = 4.21, p
= .023). Control participants in Study 1 had signifi-
cantly higher HR during the neutral VR condition than
during the virtual flight and recovery condition, while
participants from Study 2 showed no significant dif-
ference in HR between the neutral and recovery con-
dition.

Analogue with both subjective distress and HR, a signif-
icant group by condition interaction (F(2,118) = 4.52, p
= .013) showed for the parasympathetic measure RSA,
together with a main effect of condition (F(2,118) = 5.87,
p = .004). Post-hoc analyses revealed that participants in
the second study had nearly the same RSA values during
the neutral VR world and the recovery condition, while
RSA values during virtual flight were significantly
longer than RSA values during the neutral VR world
(t(1,40)= 4.55, p<.000) and recovery condition (t(1,40)=
2.50, p=.016). Differences between conditions did not
reach significance for participants from the first study
(Figure 8).

Evaluating Neutral VR Worlds

Participants
Exp.1 Mean 
(SD or %)

Participants
Exp.2 Mean 
(SD or %)

Number of participants
Total
Men
Women

21
11 (52%)
10 (48%)

43
16 (37%)
27 (63%)

Age (years) 48.3 (11.4) 25.6 (8.0)*

BMI 23.5 (2.4) 22.6 (2.8)

VAFAS 0.6 (0.7) 0.8 (1.2)

Table 3
Number of participants, gender, age, BMI and VAFAS

score in study 1 and 2

* Participants study 1 differ from Participants study 2
at p <.001

Figure 7. SUD scores for participants 
from both studies.
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For the sympathetic measure PEP only a significant group
by condition interaction was found (F(1.57,92.68) = 3.57,
p =.042). Again, participants in the second study had no sig-
nificant differences between the neutral VR world and the
recovery period, with significantly longer PEP values dur-
ing the virtual flight. Participants in Study 1 showed no sig-
nificant difference in PEP between all three conditions.

A one-way ANOVA was conducted for the IPQ. No sig-
nificant differences between both groups were found.

ConCluSIon and dISCuSSIon

In the second study all physiological measures differenti-
ated between the flight condition on one side and the VR
neutral world and recovery condition on the other side,
while no physiological difference was apparent between
the VR neutral world and recovery. Even self-reported dis-
tress showed no significant differences between conditions
when the new VR neutral world was presented first. This
seems to refute the idea that a virtual world by definition
will generate arousal and anxiety  (Wiederhold & Wieder-
hold, 2005). The second study found only an interaction
effect between the condition and the groups in HR. Still,
follow-up analyses only found a significant decrease, in-
stead of an increase, in HR, when recordings were first col-
lected in the actual room and then in the neutral VR room.
This observation is therefore contradictory to the idea that
novelty of VE would always cause arousal. Also, the fol-
low-up analyses did not find a significant difference in HR

of participants from the group in which the recording took
place in the opposite order (first neutral VR world, second
actual room). A significant decrease would have provided
support for the hypothesis of transfer of habituation from
one environment to another. The lack of interaction effects
in the other physiological measures makes this hypothesis,
again, less likely. Thus, this suggests that to obtain neutral
physiological measurements the VE does not have to be a
replication of the actual room the individual is situated in.
Cross comparison of control participants of Study 1 and all
participants from Study 2 strengthen our findings. Both
subjective measures of anxiety, as well as all physiological
measures of arousal, indicated equal anxiety and arousal
in the neutral VR world and the recovery condition in the
second study, while participants in Study 1 had elevated
values for SUD and HR during the supposedly neutral VR
condition when compared to the virtual flight and recovery
condition. The study also found presence and cybersick-
ness to be negatively related. Although only a certain level
of presence is needed for treatment to be effective (Krijn,
Emmelkamp, Biemond, et al., 2004), maximizing presence
might reduce simulator sickness and thereby minimize
drop out. No relationship was found between imaginative
power, anxiety and presence. Our data, therefore, did not
corroborate the idea that imaginative power influences
presence (Huang, et al., 2000; Regenbrecht, et al., 1998).
This might be caused by relatively higher IPQ scores com-
pared to other studies. It is reported that imagination has
an important effect on presence when VR is limited. How-
ever, if the VR is vivid enough, participants do not need to
use their imagination to create a convincing virtual envi-
ronment (Wallach, 2010). The average lower heart rate in
the virtual flight condition compared to the neutral and re-
covery conditions could reflect different types of coping
mechanisms. Our data are strongly reminiscent of similar
data in dental phobics exposed to a stressful video showing
surgical operations (Bosch, et al., 2001) as well as non-
phobics exposed to neutral and flight-videos (Busscher,
Van Gerwen, Spinhoven & De Geus, 2010). Exposure to
phobic stimuli is a complex stressor in that it can invoke
both fight-flight responses, characterized by increased
sympathetic and reciprocal decreased parasympathetic ac-
tivity, and a passive coping response (freeze), characterized
by increased sympathetic activity paired with increased
parasympathetic activity. A principal finding in Study 1 is
that phobics were more anxious during the entire experi-
ment than non-phobics, as expressed in significantly higher
SUDs and sympathetic activation (PEP). This contributes
to the validity of VR as a useful tool in exposure-based
therapy.
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We propose to combine Virtual Reality (VR) and bio-neuro feedback to help treat stress-related disor-
ders. As a first step in that direction, we here attempted to induce stress through VR and identify
(neuro)physiological correlates. Nine participants performed a surveillance task in two different cities
within VR while EEG, ECG and cortisol level were recorded over time. We aimed to induce stress by
simulating a bomb explosion and providing negative feedback about the participant’s performance. As-
sociative stress was elicited by having participants return to the city where the bomb explosion occurred
and they supposedly performed badly. (Associative) stress was reflected in EEG mid-frontal alpha
asymmetry, heart variability and cortisol level. General stress levels as expressed by cortisol and mid-
frontal alpha asymmetry correlated between participants. These results are promising for a successful
implementation of a VR bio-neuro feedback system. 

Keywords: Virtual Reality, Stress, PTSD, Physiological, EEG

InTroduCTIon

In diverse domains – such as defense, police force and first
aid – there is a risk that professionals encounter traumatic
events during their work. For some of these professionals,
it is difficult to imagine, reminisce and discuss such
events. For caregivers, it may be difficult to address the
many differences in how professionals cope with trau-
matic events, show specific symptoms and handle con-
frontations. Desensitization through (gradual) exposure is
a generally accepted component within diverse psy-
chotherapy formats aimed at phobia and Posttraumatic
Stress Disorder (PTSD: Shearer, 2007) and may also be
useful to train professionals who are likely to encounter
traumatic events. Virtual Reality (VR) could be a particu-
larly suitable tool in exposure. It provides a flexible, con-
trolled setting to systematically evoke personal
experiences which may arguably be stronger than memo-
rizing or imagining the experiences. Simultaneously ob-
taining information about an individual’s (neuro)-

physiological correlates of stress could be helpful in sev-
eral different ways. Firstly, it can be used (online) to tailor
the appropriate level of VR exposure. Secondly, it can be
fed back to the individual online such that he or she can
attempt to get the values within normal range, therewith
hopefully speeding up recovery or boosting stress re-
silience (Repetto et al., 2009). Finally, (neuro)physiolog-
ical information can provide objective data on patient’s
responses to stressors, which may be used in clinical de-
cision making and in systematically monitoring treatment
or training results over time.

The aim of this study is to make the first steps toward a
VR neuro-bio paradigm to treat or train individuals who
were or are likely to be exposed to stressful or traumatic
events. We have two main questions. Firstly, can we elicit
stress– direct and through memorized negative association
– through a VR simulation of patrolling a city? Secondly,
which of several (neuro)physiological variables correlate
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with direct and associative stress under these circum-
stances? We investigate EEG (electroencephalography-
frontal alpha asymmetry), ECG (electrocardiography-
heart rate and its variability) and cortisol level in saliva.
Identifying (neuro)physiological correlates of stress is the
first step in using them online for neuro-bio feedback.

VIrTual rEalITy ExPoSurE

VR is increasingly used as an alternative to standard in
vivo exposure to deliver graded exposure therapies
(Coelho et al., 2009; Cukor et al., 2009; Emmelkamp et
al., 2001). VR integrates real-time computer graphics,
body tracking devices, visual displays and other sensory
input devices to immerse patients in a computer-generated
virtual environment. Graded VR exposure therapy
(VRET) has been used clinically for treating a variety of
anxiety disorders, including combat-related PTSD (Difede
& Hoffman, 2002; Garcia-Palacios et al., 2006; Krijn et
al., 2004), but the evidence base for the effectiveness of
VRET in combat-related PTSD is currently based mainly
on case studies (Ready et al., 2006; Rizzo et al., 2009;
Wood et al., 2007). VR editors and libraries can accom-
modate the generation of personal worlds, so that the ther-
apy can be tailored to the individual patient’s experiences
and needs. The VR behavior can be adapted by the thera-
pist and/or the patient. Patient and therapist can set agree-
ments on the specific adaptation mechanisms before the
therapeutic sessions start. The integration of the VR usage
into the overall therapeutic sessions and protocols, and
therapists’ trust in the system, are essential for acceptance
and adequate utilization of these systems. Design of good
user interface support can substantially improve therapist’s
performance and as such, therapy effectiveness (Gunawan
et al., 2004).

(nEuro)PhySIologICal CorrElaTES of STrESS

Figure 1 schematically represents the relation between dif-
ferent stress relevant neurophysiological structures. Stress
causes an increase in heart rate through the activated sym-
pathetic system, a decrease in heart variability through the
suppression of the parasympathetic system, and an in-
creased release of cortisol through the Hypothalamus – Pi-
tuitary gland – Adrenal gland (HPA) – axis (Kallen et al.,
submitted; Kirschbaum et al., 1993; De Kloet, 2003; Be-
narroch, 1993; Brownley et al., 2000). Especially, Heart
Rate Variability has been identified as a strong parameter
of sympathetic-parasympathetic balance and as such, as a
prominent marker of effective (physiological) stress man-
agement (Friedman & Thayer, 1998; Friedman, 2007).
Additionally, within the neurophysiological dynamics

shown in Figure 1, lowered heart rate variability, either
before or during a challenge, has been identified as a po-
tential predictor for the cortisol response following a stres-
sor (Kallen et al., 2010). This association is particularly
strong in anxious individuals (Kallen et al., submitted).
The timing of the (expected) physiological responses is
typically different. The involvement of multiple biochem-
ical mechanisms within the HPA-axis cause a delay – only
approximately 15-20 minutes after exposure to a per-
ceived stressor can significant increases in cortisol con-
centrations be found, whereas the Autonomic Nervous
System (controlling heart rate and its variability) responds
immediately.

Several studies report either higher or lower right (relative
to left) frontal brain activity to be correlated with stress,
in EEG (Lewis et al., 2007; Verona et al., 2009; Crost,
Pauls & Wacker, 2008), fMRI (Masten et al., 2009; Wang
et al., 2007) and NIRS (Tanida et al., 2007). The different
directions of asymmetry may depend on the individual’s
coping strategy (Harmon-Jones et al., 2010) or personality
(Crost, Pauls & Wacker, 2008). In EEG, frontal asymme-
try of brain activity can be formalized by taking the (ab-
solute) difference of alpha power (8-13 Hz) as measured
by electrodes left and right. The exact underlying relation-
ship between stress and frontal asymmetry is still unclear
(Lewis et al., 2007).

nEuro-bIo fEEdbaCk

With neurofeedback, individuals receive direct (e.g. audi-
tory) feedback about their own brain signals with the goal
of learning to modulate them. The idea is that neurofeed-
back helps to change certain characteristics of the brain

Figure 1. Stress and the interactions between 
neurophysiological systems.
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signals, as identified by research on neural correlates of
behavior or disorders, which again leads to changes in this
behavior or to the recovery of the disorder. Individuals are
indeed able to modulate certain types of brain signals with
help of feedback (Birbaumer et al., 1992; Birbaumer,
2006; Lubar & Shouse, 1976; Weiskopf et al., 2003; Hein-
rich et al., 2007) and it can help to reduce certain disorders
or increase (cognitive) performance (Tan et al., 2009;
Keizer et al., 2010ab; Vernon et al., 2003; Egner & Gruze-
lier, 2001, 2004). Although more empirical evidence is
needed, it has been argued that neurofeedback reduces
symptoms of PTSD (Peniston & Kulkolsky, 1991; Penis-
ton et al. 1993; Hammond, 2005; 2006). Instead of brain
signals, other physiological signals can be used for feed-
back as well. This is called biofeedback. Frequently used
variables are changes in skin conductance and heart rate
or heart rate variability (Cukor et al., 2009; Repetto et al.,
2009). Ultimately, we are interested in the applicability of
both types, possibly combined, and use the term neuro-
bio feedback.

Usually, neuro-bio feedback refers to feedback that is
given to the measured individual him or herself. However,
with neuro-bio feedback we also keep the possibility in
mind that the feedback, or online information, is given to
the therapist who could then decide whether and how to
inform the individual. In the context of VR-mediated ex-
posure therapy, physiological information could directly
be fed into the executive VR-software, which in turn op-
timizes the presented VR scenario to fit the patient‘s needs
(Popovic et al., 2006).

Neuro-bio feedback fits very well into a growing interest
of clinical psychologists, psychiatrists and medics in self-
management or self-regulation. Self-management has the
potential to improve therapeutic outcomes and reduce the
workload on therapists.

STudy oVErVIEW

Our ultimate aim is to arrive at an integrated neuro-bio VR
system to prevent and treat stress-related disorders. As a
first step, we here try to elicit stress, direct and associative,
through (elementary) VR and find corresponding
(neuro)physiological correlates. We instructed healthy par-
ticipants to pay attention during first-person virtual squad
car patrols through two cities, and report situations they
deemed in need of the civil force’s attention. Of the two
city scenarios, both presented alternately two times, one
city (the “stress city”) was accompanied by stress-induc-
ing manipulations during the first presentation. These con-

sisted of negative verbal feedback about the participant’s
performance and premature discontinuation of the sce-
nario, marked by a sudden bomb explosion in the virtual
world, due to “aberrant performance.” The other city (the
“non-stress city”) was completed both times without trou-
ble. With this design we aimed to manipulate direct stress
(being highest during the first visit to the stress city – the
only condition where negative events were actually pre-
sented) and associative stress (being higher during the sec-
ond visit to the stress city than during the second visit to
the non-stress city). We investigated whether direct stress
and associative stress were reflected in EEG (frontal alpha
asymmetry), ECG (heart rate and heart rate variability)
and cortisol levels obtained using saliva samples.

mEThodS

ParTICIPanTS

Nine participants (six men, three women; age range: 21-
37) were recruited from the TNO research participant
database. All participants were right-handed, had normal
or corrected-to-normal vision and hearing, did not have
traumatic experiences with bomb explosions or related
events, did not have a diagnosis of a DSM-IV axis I dis-
order(s), and did not have endocrine abnormalities
(Kirschbaum et al., 1999; Lewis et al., 2007). Female par-
ticipants did not use the oral contraceptive pill
(Kirschbaum et al., 1999). Participants received a mone-
tary reward to make up for their travel and time.

ExPErImEnTal SETuP

The experiment was conducted in a sound-attenuated,
electrically shielded Faraday chamber. During the exper-
iment, participants sat in a comfortable armchair approx-
imately 70 cm in front of a 19” Dell 1907ftp LCD monitor,
with a desk light illuminating the room from behind the
participants. For the experimental task, participants used
a number keypad. 

Vibrations of the TNO tactile vest were employed to en-
hance the experience of a bomb explosion (see Stimuli).
The vest was worn over their clothes and lined with five
rows of 12 equally-spaced tactors spanning the whole
trunk circumference. The tactors were custom built. They
consisted of plastic cases with a contact area of 1x2 cm,
containing 160 Hz vibrating motors (TNO, The Nether-
lands, model JHJ-3).

Headphones were used to provide sound during scenarios,
including the explosion, and for feedback from the exper-
imenter. A webcam enabled the experimenters to see the
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participants. The experimenters used a microphone to pro-
vide (negative) feedback during the first visit to the stress
city in the second scenario.

Ag-AgCl electrodes of the EEG equipment were placed
according to the standard international 10-20 system,
using the mid frontal (F3/F4), lateral frontal (F7/F8), and
mid parietal (P3/P4) channels referenced to linked mas-
toids (M1/M2; Crost et al., 2008; Verona et al., 2009;
Lewis et al., 2007). For the present analysis, only data
from the frontal electrodes were used. All electrode im-
pedances were below 5 kΩ. EEG data was amplified using
g.USBamp (g.tec, AT), with a bandpass filter of .1-100Hz.
Analog signals were digitized at 256 Hz using a 24-bit
A/D converter.

The reference Ag-AgCl electrode of the ECG was placed
on the manubrium of the sternum; the ECG channel elec-
trode was placed in the left, fifth intercostal space (i.e., be-
tween ribs 5 and 6); the ECG ground electrode was placed
5-8 cm below the ECG channel electrode.

STImulI

The visual and auditory scenarios were created using Vir-
tual Battle Space 2 (VBS2; Bohemia Interactive Australia)
and recorded with Fraps (Beepa). Three preprogrammed
VBS2 cities were chosen for the scenarios. Figure 2 shows
screenshots of the five scenarios. The baseline scenario,
during which no task had to be performed, was a tour
through a European looking city. One of the task-cities
was a fictional city on an island with a Mediterranean ap-
pearance (Mediterranean city). The other city represented
Bacau, East Timor and had a tropical background (tropical
city). We counterbalanced between participants which city
was associated with stress. In Figure 2, the Mediterranean
city is the stress city and the tropical city is the non-stress
city. In both cities, ambiguous events were created with
animated virtual people, animals, vehicles and objects so
that participants could perform their task of reporting sus-
picious situations. Examples of these events were two
women in burqas who walked past the police car or a run-
ning woman who was followed by three men. 

For each participant, the first visit to the stress city ended
with a bomb explosion. As the assignment of which city
was the stress city was counterbalanced across partici-
pants, scenarios with and without a bomb explosion were
programmed for both task cities. The scenarios including
a bomb explosion that lasted four and a half minutes,
whereas the full scenarios lasted eight minutes total. The 

explosion consisted of a birds-eye view of the police offi-
cer walking or driving past an object that exploded on the
screen, accompanied by a loud explosion and screaming
sounds presented at maximally 100 dB. To enhance the
effect, all 60 tactors of the tactile vest were activated.

TaSk and ProCEdurE

Table 1 provides a chronological overview of the experi-
mental events.

As a cover story, participants were told that the rationale
behind the experiment was to evaluate a recruit assessment
tool for use in military and civil forces. It was conveyed
that earlier research had investigated behavioral and cog-
nitive aspects of the program, but that this time, research
focused on physiological effects. The earlier studies had
supposedly employed a tactile vest to improve the expe-
rience of the virtual environment. Participants were told
that the vest was not used for this purpose in this study,
but that they did have to wear it because it could influence
body temperature, one of this study’s measures. 

Stress Responses in VR

Figure 2. Example screenshots of the scenarios. Here,
the Mediterranean city functions as the stress city and

the tropical city is the non-stress city.
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Participants were asked to sit as still as possible during the
recordings to prevent artifacts contaminating the data. Par-
ticipants were told that they would see VR simulations of
tours through cities from a first-person perspective of a
patroller driving a police car. They did not have to steer
as the simulation was already recorded. In the first (base-
line) block, they did not need to do anything but watch. In
the subsequent four experimental blocks participants were
instructed that they had to report objects or events which
were in need of the civil force‘s attention to the police sta-
tion by using the buttons 1, 2, and 3 of a number keypad.
The 1 had to be clicked for events on the left side, the 2
for events in the middle, and the 3 for events on the right
side of the screen. Double clicking indicated urgent events,
while single clicks had to be used to report less urgent
events. Participants were told that in the experimental
blocks, two city scenarios had to be performed twice. 

The scenarios were said to consist of several segments,
which would follow each other as long as the perform-
ance was above a certain threshold. If the performance
dropped below this threshold level, the scenario would
end prematurely. Participants were told that they had to
stay above the performance threshold, because the data
would not be comparable to that of earlier research if they
did not. In addition, they were reassuringly told it was un-
likely that their performance would drop below threshold
level. The experimenters mentioned that global feedback
would be provided during the first experimental block to
give participants an indication of their performance. In
reality, clicking behavior was not recorded and there was
no performance; negative and positive feedback was pre-
determined and given regardless of the participant‘s re-
sponses. 

Participants were told that the first city scenario (presented
in the first and third experimental block) had been rated
as difficult by participants in earlier research, while the
second city scenario (presented in the second and the
fourth experimental block) had been rated as easy. During
the first experimental block participants were told through
the intercom that they performed poorly. There was no
feedback during the other experimental blocks. The first
experimental block ended prematurely, allegedly due to
poor performance. After each block, participants closed
their eyes for about two minutes until one of the experi-
menters entered the room. The experimenter provided
negative feedback after the eyes closed interval of the first
experimental block and positive feedback after the closed
eyes intervals of the other blocks. After each closed eyes

interval, participants provided a salivary sample. Then
they rated their subjective state (see Questionnaires).

After the experiment, participants filled out two person-
ality questionnaires (the BIS-BAS and the STAI – see
Questionnaires). Then participants were told the true pur-

Brouwer et al.

Informed consent
Salivary sample 1
Instruction
Placing of electrodes

Baseline Block - no task (8 minutes)
Eyes closed
Salivary sample 2
Ratings subjective state 

Experimental block 1 - first visit stress city (4.5
minutes, with negative feedback after 1.5 and 3
minutes; ‘premature’ end with bomb explosion)
Eyes closed
Negative feedback by experimenter in person
Ratings subjective state 
Salivary samples 3, 4 and 5 at 5, 10 and 15 minutes
after the bomb explosion.

Experimental block 2 - first visit non-stress city (8
minutes)
Eyes closed
Positive feedback by experimenter in person
Salivary sample 6
Ratings subjective state 

Experimental block 3 - second visit stress city (8
minutes)
Eyes closed
Positive feedback by experimenter in person
Salivary sample 7
Ratings subjective state 

Experimental block 4 - second visit non-stress city
(8 minutes)
Eyes closed
Positive feedback by experimenter in person
Salivary sample 8
Ratings subjective state 

BIS-BAS scale
STAI
Debriefing

Table 1
Overview of the experimental procedure
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pose of the experiment. They were told that their task per-
formance was neither good nor bad because there was no
actual task. Participants’ wellbeing after the experiment
was secured by the experimenters, and participants were
given the opportunity to ask any remaining questions.

We chose to always present the second visit to the stress
city before the second visit to the non-stress city because
in this way, participants never visited a city twice in a row.

QuESTIonnaIrES

On the subjective state questionnaire, participants indi-
cated to what extent they felt nauseous, physical discom-
fort, mental pressure, focused and content with their
performance by placing crosses along lines going from
“not at all” to “a lot” (ratings subjective state).

Participants also filled out two personality questionnaires.
We used the Dutch version of the trait subscale of the state-
trait anxiety inventory (STAI; Lewis et al., 2007). The 20
statements (e.g., “I feel at ease”) were rated on a 1 (“almost
never”) to 4 (“almost always”) Likert-scale. The STAI-
score calculated from these responses indicates general,
chronic anxiety, where higher scores (>40) indicate high
trait-anxiety and lower scores (<33) indicate low trait-anx-
iety. Finally, participants filled out the Dutch version of the
behavioral inhibition system/behavioral activation system
(BIS-BAS) scale (Carver & White, 1994; Verona et al.,
2009). This scale consists of 20 items, each rated on a 1
(“strongly agree”) to 4 (“strongly disagree”) Likert-scale.
The responses lead to five scores: one BIS-score, three sub-
scale-BAS-scores and one total BAS-score. The BIS-score
(based on seven items; e.g., “I feel pretty worried or upset
when I think or know somebody is angry at me”) indicates
how strongly participants experience negative affect or be-
havioral inhibition in the face of aversive stimuli or threats.
The total BAS-score (13 items from BAS-subscales) indi-
cates how strongly participants generally experience posi-
tive affect or behavioral approach in the face of rewards or
goals (Sutton & Davidson, 1997). The higher the scores on
the scales, the more sensitive the participants were to the
respective underlying concept.

VarIablES

StRESS

Our independent variable was stress. We aimed to manip-
ulate both direct and associative stress. 

We attempted to induce direct stress in the first experi-
mental block through several means. We told participants

that they would enter a relatively difficult scenario, but
that it was important to achieve a certain level of perform-
ance because otherwise the data would be useless. Subse-
quently, they were told through the intercom twice that
they were performing badly. A bad performance was un-
derlined by the premature end of the scenario. The sudden
and intense bomb explosion was also meant to induce a
stress experience. Finally, the experimenter came into the
room to tell the participant that performance had been
poor. Since there was no bomb explosion, premature end-
ing of the scenario and only positive feedback about per-
formance during the other experimental blocks, we
assume that the level of direct stress in those blocks was
low compared to the first.

We hoped to induce associative stress by presenting the
scenario in which the participant allegedly performed
poorly (the stress city) a second time. We assume that as-
sociative stress would be higher during the second visit of
the stress city compared to the second visit to the non-
stress city.

EEG

EEG was used to measure frontal asymmetry, the main
candidate for a neural correlate of stress.

For the analyses of the EEG data artifacts were not re-
jected. This was intentionally not done, as the ultimate
goal of the present study was to investigate the combined
use of VR therapy and neurofeedback, a situation in which
artifacts would arise as well. We investigated intervals
with eyes open (i.e. during the scenario) and intervals with
eyes closed (immediately after the scenario). Eyes-closed
data probably included less eye movement and blink arti-
facts compared to eyes-open data.

Total alpha power (8-13 Hz, μV2) was calculated for each
participant, block, electrode and eyes open/closed condi-
tion from the power spectra derived with a fast Fourier
transform (FFT). Alpha power was natural-log-trans-
formed to normalize the data (Allen et al., 2004). For the
eyes open, we calculated alpha power over an interval of
three minutes, starting after the first minute of each sce-
nario because the EEG signals were still stabilizing during
this period. For the eyes closed, we used an interval of one
minute, starting after the first 30 seconds because partici-
pants sometimes forgot to close their eyes immediately.

Asymmetry scores were calculated by subtracting the
alpha power recorded at the left scalp location from the
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alpha power at the corresponding right scalp location for
each participant, block, electrode and eyes open/closed
condition. The direction of the asymmetry has been re-
ported to depend on withdrawal (avoidance) or approach
strategies to cope with stress, with more left alpha power
for withdrawal and more right alpha power for approach
(Verona et al., 2009). Since coping strategy likely varies
between participants, we used the absolute value of the
asymmetry scores for further analysis.

ECG

Intervals between successive heart beats and variability
were recorded using ECG as another possible correlate of
stress.

ECG was analyzed over the same time intervals as EEG.
The median RRI (the interval between subsequent R
waves in the ECG: the interval between subsequent heart-
beats) was determined for each participant, block, elec-
trode and eyes open condition. Heart variability was
computed as the root mean squared successive difference
(RMSSD: Goedhart et al., 2007) between the RRIs1.

CoRtISoL

Cortisol level was the third potential physiological meas-
ure of stress.

At the start of the experiment and after each scenario (see
Table 1), salivettes were used to obtain the salivary sam-
ples, which were analyzed for cortisol levels. In total, eight
salivary samples were obtained to cover the expected cor-
tisol response curve, with cortisol peak levels generally oc-
curring 10-30 minutes after cessation of the stressor
(Kirschbaum et al., 1993). Intervals of 15 minutes between
stress and non-stress salivary samples have been used in
previous studies (e.g., Montgomery et al., 2006). For this
study, we used the sample taken right after the baseline
block as a baseline (sample 2 in Table 1). Peak cortisol
level was expected at salivary sample 5 (15 minutes after
the bomb explosion) or at salivary sample 6 (about 25 min-
utes after). Since cortisol response curves strongly differ
between individuals, we also defined the baseline as the
lowest cortisol concentration before the first experimental
block, and the peak as the highest cortisol concentration
afterwards, separately for each individual participant.

StAtIStICAL AnALySES

Measures that reflect direct stress are expected to show
a significantly high stress level during the first experi-
mental block (first visit stress city) as compared to the
other three experimental blocks. Measures that reflect
associative stress are expected to show a significantly
higher stress level during the third experimental block
(second visit stress city) as compared to the fourth (sec-
ond visit non-stress city). To test these expectations, we
performed a repeated measures ANOVA once for the
eyes open and once for the eyes closed for each physi-
ological variable that was recorded over the whole ex-
periment (frontal alpha asymmetry, RRI and RMSSD)
with experimental block as independent variable. For
frontal alpha asymmetry this was done for each of the
two measurement locations: mid frontal (F3/F4) and
lateral frontal (F7/F8). Significant effects were further
investigated using Fisher LSD post-hoc tests. In addi-
tion, we performed paired t-tests to specifically com-
pare the third and the fourth block. This was also done
for each variable that was recorded over the whole ex-
periment, separately for eyes open and eyes closed and
separately for the two measurement locations for EEG.
We used paired t-tests to compare the baseline to the
peak cortisol levels.

rESulTS

QuESTIonnaIrES

The subjective state questionnaires indicated that sub-
jective stress did not vary across blocks. The only no-
table variation seemed to be that participants evaluated
their performance as worse in the first experimental
block (when they received negative feedback about
their performance) than in the other blocks. 

The STAI-scores ranged from 25 to 47 (median=32,
SD=7.0), with five low-anxious participants (i.e., STAI-
scores <33) and two high-anxious participants (i.e.,
STAI-scores >40). BIS-scores ranged from 12 to 17
(median=14, SD=1.6), which is quite low considering
the possible range of 7 to 28. The total BAS-scores
were also somewhat low (range=18-33, median=23,
SD=5.2). In sum, the participants tended to be rather
low-anxious and not very sensitive for negative stimuli
or rewards.

1For the eyes open, we also computed heart variability as the power in the high frequency range (0.15-0.5 Hz) of the RRI over time using Welch’s
method. This measure of variability correlated very well with RMSSD as indicated by significant linear correlations for each block (all p-values
<0.01, R2s ranging from 0.89 to 0.97 with a mean of 0.93). We thus decided to only use RMSSD, because in order to compute variability as the
power in the high frequency range, at least 100 seconds of data are needed. This would mean that for eyes closed, we would have to use another time
window as the one used for EEG.
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EEg

Figure 3 shows the asymmetry for the mid frontal (A) and
lateral frontal (B) locations averaged over participants and
blocks for the eyes closed intervals. The repeated meas-
ures ANOVAs indicated a close to significant effect of ex-
perimental block for the mid frontal location
(F(3,24)=2.74, p=0.07) and no effect lateral-frontally
(F(3,24)=1.60, p=0.22). The paired t-test showed that
asymmetry was higher for the second visit of the stress
city than for the second visit of the non-stress city
(t8=2.62, p=0.03) midfrontally. The same pattern was
close to significance for the lateral frontal location
(t8=2.19, p=0.06).

For the eyes open intervals, the ANOVAs and paired t-
tests did not show any effect of experimental block on
asymmetry scores for either the mid frontal location or the
lateral frontal location (all p-values>0.30).

ECg

Figure 4 shows the median RRI (A) and the RMSSD (B)
averaged over participants and blocks for the eyes open
intervals. RRI (i.e., the inverse of heart rate) was signifi-
cantly affected by experimental block (F(3,24)=16.89,
p<0.01). Post-hoc tests indicated that the median RRI was
higher (i.e., heart rate lower) in blocks with the second
visits compared to the blocks with the first visits (all p-

Stress Responses in VR

Figure 4. Median RRI (inverse of heart rate, A) and the
RMSSD (heart variability, B) averaged over partici-

pants and blocks for the eyes open intervals. Error bars
represent standard errors of the mean.

Figure 3. Alpha asymmetry for the mid frontal (A) and
lateral frontal (B) locations averaged over participants
and blocks for the eyes closed intervals. Error bars rep-

resent standard errors of the mean.
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values <0.01). Consistent with this, the paired t-test did
not indicate a difference between the third and the fourth
experimental block (t8=1.91, p=0.09). RMSSD (ie., heart
rate variability) was significantly affected by experimental
block as well (F(3,24)=6.46, p<0.01). Post-hoc tests indi-
cated that RMSSD was higher during the second visit to
the non-stress city than in all other experimental blocks
(all p-values <0.01). In line with this, the paired t-test
showed that RMSSD was higher in the fourth than in the
third block (t8=2.88, p=0.02).

CorTISol

Average cortisol values for each sample are presented in
Figure 5. The paired t-test showed a significant difference
between the lowest cortisol levels before and the highest
cortisol levels after the stressor (t8=3.92, p<0.01). The av-
erage percentage increase was 59% (standard deviation of
46). Cortisol level was not significantly different from
baseline as defined by sample 2 15 minutes after the bomb
explosion (t8=0.93, p=0.38) but it was altered after 25
minutes (t8=2.32, p<0.05, with an average increase of
30% with a standard deviation of 29).

CorrElaTIonS (nEuro) PhySIologICal STrESS

CorrElaTES

The results as presented above show the hypothesized ef-
fect of stress manipulation on EEG alpha asymmetry for
the mid frontal locations (eyes closed), heart rate variabil-
ity (eyes open) and cortisol level. As a post-hoc analysis,
we checked whether these measures correlate to each
other. Since all of these measures reflect stress at different
time points, we transformed them into one value for each

participant that, as we assume, reflects the general stress
level over the experiment. For EEG we computed for each
participant the average F3F4 asymmetry across blocks
(eyes closed). For heart rate variability we computed for
each participant the average RMSSD across blocks (eyes
open). For cortisol, we computed for each participant the
area under the curve (AUC) of cortisol level over time
(Preussner et al., 2003). There was a strong positive linear
correlation between cortisol AUC and EEG asymmetry
(R2=0.84, p<0.01, Figure 6). The other measures did not
correlate (cortisol AUC and heart rate variability: R2=-
0.01, p=0.97; EEG asymmetry and heart rate variability:
R2=-0.09, p=0.81).

dISCuSSIon

Most of our physiological variables
responded (under some conditions)
consistent to the hypothesized level
of direct and associative stress.
Consistent with associative stress,
alpha asymmetry levels mid
frontally (closed eyes) indicated
more stress for the second visit to
the stress city compared to the sec-
ond visit to the non-stress city. At
the lateral frontal location this was
close to significant. Heart variability
(eyes open) showed a pattern that
was consistent with associative
stress as well: heart variability was
lower for the second visit to the

Brouwer et al.

Figure 5. Average cortisol level for each sample.

Figure 6. Cortisol AUC (Area Under the Curve) and
mid frontal alpha asymmetry averaged over blocks:

each data point represents one participant.
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stress city compared to the second visit to the non-stress
city. Cortisol levels correlated with direct stress, peaking
after the bomb explosion. The only physiological variable
that was affected by experimental block number in a man-
ner inconsistent with both direct and associative stress was
RRI (eyes open). Heart rate was lower for both second vis-
its compared to the first visits.

It is encouraging that we found physiological correlates
of stress, even though we only recorded from a small sam-
ple of participants that included men and women in a
rather large age range. Crost et al. (2008) noted that in-
cluding only men increases the power of studies like these
by eliminating the influences of menstrual cycle phase and
the use of oral contraceptives on salivary cortisol levels.
Furthermore, men and women may differ with respect to
the susceptibility to a stress-inducing experimental proce-
dure (Matud, 2004; McLean & Anderson, 2009). Earlier
frontal asymmetry research mostly used undergraduates
as participants (e.g., Crost et al., 2008; Lewis et al., 2007;
Verona et al., 2009), whereas the present study’s sample
consisted of participants between 21-37 years old.

Overall, our results indicate that we elicited both direct and
associative stress using VR. This is even despite our par-
ticipants being generally low-anxious and insensitive to
positive or negative rewards (as indicated by the STAI and
BIS-BAS questionnaires). Together with the fact that the
virtual environment and task could have been more realis-
tic and engaging, e.g. by having the participants steer
through the environment themselves, this may explain why
subjective reported stress did not vary over experimental
blocks. By measuring stress even though the participants
do not report it, our study suggests an added value of phys-
iological correlates over subjective measures.

Different physiological measures work under different cir-
cumstances. We here found that alpha asymmetry corre-
lated with associative stress when the eyes were closed, but
not when they were open. For heart variability, it was the
other way around. This is probably caused by EEG (and
alpha in particular) being strongly affected by visual input,
eye movements and blinks, whereas heart variability is not.
If EEG is (online) corrected for artifacts, it may work as a
correlate for eyes open intervals as well. An advantage of
the eyes open interval in this study is that it was longer than
the eyes closed interval, probably resulting in more reliable
data. In addition, eyes open intervals coincided with a pe-
riod involving more stress than eyes closed intervals (at
least for block 2-4), the latter taking place after the scenario

had ended and the performance was known. Different
physiological measures also differ in time resolution and
delay. Cortisol levels in saliva respond with a relatively
long delay and are limited in time resolution. Heart vari-
ability, especially as determined by the power in the high
frequency range of the RRI, requires quite long windows
of analysis. However, variables like these can still be of
added value, e.g. if cortisol is a suitable variable to measure
direct stress and high frequency heart variability is partic-
ularly sensitive to stress. Online neuro-bio feedback brings
its own requirements. Cortisol levels cannot be used for
online feedback and closing the eyes would not be conven-
ient for most procedures as well. In future experiments we
plan to record skin conductance as well.

Our finding that overall cortisol AUC and EEG asymme-
try are positively correlated is worth following up on.
While in a stress study, Lewis et al. (2007) report a lack
of within participant correlation between cortisol and right
frontal asymmetry, Schmidt et al. (1999) and Tops et al.
(2005) suggest that individuals with relatively larger right
frontal brain activity also have higher cortisol levels.

In conclusion, this study showed that more absolute
frontal alpha power asymmetry and a lower heart variabil-
ity are triggered by returning to a virtual environment in
which stress had been induced during the first visit, com-
pared to a virtual environment in which stress was not in-
duced. Considering the ultimate goal of the study, finding
a basis for the use of VR and neuro-bio information in the
treatment of PTSD, it is encouraging that effects were
found for associated stress. VRET would usually not in-
clude the actual stressor, but merely the environment in
which the stressor occurred. Our findings affirm a link be-
tween frontal alpha asymmetry, heart variability and cor-
tisol on the one hand and stress on the other hand.
Although the significance was only found in eyes-closed
data for alpha symmetry and in eyes-open data for heart
variability, it is reasonable to expect more successful find-
ings in future research since this study’s sample was rather
small and heterogeneous; no on-line filtering of EEG data
was implemented, short windows for analysis were used
when the eyes were closed, and only mild stress was in-
duced. A more comprehensive approach, perhaps even in-
volving the use of a head-mounted display, as well as
patients with an anxiety disorder, might give more con-
clusive results concerning the feasibility of a simultaneous
application of VRET and neuro-bio feedback. With re-
spect to neurofeedback, a sequential neurofeedback treat-
ment can be suggested as an option – patients would first
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be immersed in VR and then close their eyes and try to es-
tablish a more symmetrical distribution of alpha power.
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dESIgn and EValuaTIon of a VIrTual rEalITy

ExPoSurE ThEraPy SySTEm WITh auTomaTIC

frEE SPEECh InTEraCTIon

Research on Virtual Reality Exposure Therapy (VRET) to treat social phobia is not new. Still, few stud-
ies focus on creating an elaborate conversation between the patient and characters in a virtual environ-
ment. This study focuses on techniques to run a semi-scripted conversation between virtual characters
and a patient considering both manual and automatic speech response. Techniques evaluated are a
speech detector and a speech recognizer. They were compared to a human control condition. We ana-
lyzed the flow and interaction individuals (N = 24) experienced and did a Turing-like test. A case study
with two phobic patients was also conducted. Both the patients and therapist, and their interaction with
the system, were observed. The study showed that the different automatic techniques had their (dis)ad-
vantages, but often did not show any significant difference with the human control condition. A VRET
system with semi-scripted conversations might therefore be suitable for the treatment of patients with
social phobia. Using automatic speech response techniques might reduce the system workload demand
placed upon therapists, allowing them to devote more attention towards monitoring the patient.

Keywords: Social Phobia, Virtual Reality Exposure Therapy, Natural Speech, Public Speaking, Dialogue

InTroduCTIon

People that suffer from social phobia fear social situations
in which they believe embarrassment may occur. This
often leads to avoidance behavior. They fear scrutiny and
negative evaluation by others. Making a phone call, asking
for assistance in a shop, or speaking in public, are all sit-
uations they might dread. Social phobia is one of the most
common types of anxiety disorders, estimated to affect
13.3% of the U.S. population in their lifetime (Kessler, et
al., 1994). The disorder is associated with depression, sub-
stance abuse (e.g. alcoholism, drug abuse), restricted so-
cialization, and poor employment and education
performance (Katzelnick, et al., 2001; Kessler, 2003). The
disorder leads to intensive use of health services in the
western world (Wiederhold & Wiederhold, 2005). 

Exposure in vivo is the gold standard for the treatment of
phobias. However, for social phobia this treatment might
be difficult to arrange (e.g. arranging an audience), and

for the therapist difficult to control (e.g. a patience or a
hostile audience). Exposure in Virtual Reality (VR) has
therefore been suggested as an alternative with some ini-
tial encouraging results (Klinger, et al., 2005; Robillard,
Bouchard, Dumoulin, Guitard, & Klinger, 2010). Most
VR research focuses on one specific social situation i.e.
speaking in front of a small group of virtual characters,
also called avatars (Anderson, Rothbaum, & Hodges,
2003; Klinger, et al., 2005; Pertaub, Slater, & Barker,
2001; Slater, Pertaub, & Steed, 1999). Still, in the devel-
opment of these settings the main focus is often on the
body posture of the avatars (Anderson, et al., 2003; Her-
belin, 2005; Klinger, et al., 2004; Slater, et al., 1999) and
less on oral communication between the patient and the
avatar. In work (Grillon, Riquier, Herbelin, & Thalmann,
2006) that does report on oral communication, implemen-
tations are often relatively limited in their flexibility to
support free natural dialogue. This has motivated the fol-
lowing study into a public speaking scenario with virtual
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avatars that can ask patients questions and respond to their
reply with follow up questions using automatic free speech
interaction. 

Presently, conversational software agents are used in sev-
eral areas such as automated phone reservation systems
(McTear, O'Neill, Hanna, & Liu, 2005), e-retail (McBreen
& Jack, 2001) and real estate agents (Cassell, et al., 1999).
Most of these dialogues are goal-oriented or follow in-
structions from a user by scanning for expected keywords.
They are not developed with the aim to carry on a casual
conversation. Still, attempts have been made to create such
an agent. The earliest versions might be chatbots
(Hutchens & Alder, 1999; Wallence, 2009; Weizenba,
1966). These type of conversational agents have their own
contest ("The Loebner Prize in Artificial Intelligence,"
1991) where they compete in a Turing test setting with the
aim of developing a conversational agent of which the di-
alogue cannot be distinguished from a human dialogue.
Thus far, none have passed the test successfully and chat-
bot technology might therefore not be ready to simulate a
conversation in a VR treatment setting. Most work seem
to focus on Artificial Intelligence Markup Language
AIML (Wallace, 2001) or variants-type bots (Galvao, Bar-
ros, Neves, & Ramalho, 2004) , although other techniques
have also been suggested, such as utilizing sentence gram-
matical analysis (Araki & Doshita, 1995; Li, Zhang, &
Levinson, 2000). 

Besides the dialogue reasoning component, the oral user
input itself is also problematic. The perfect speech recog-
nizer that converts human speech into language that can
be understood by a computer does not yet exist (Jurafsky
& Martin, 2009). Therefore, free speech seems too ambi-
tious to realize with existing technology (Jurafsky & Mar-
tin, 2009; Martin, Botella, García-Palacios, & Osma,
2007). Instead, semi-automatic alternatives seem more
feasible. For example, therapists could control most of the
avatars’ behavior by simply listening to the patient and se-
lecting appropriate responses. In this way, avatars might
have a realistic (oral) behavior; the drawback, however,
might be the extensive workload forced upon the thera-
pists. An alternative approach, which removes much of
this workload, is to have patients read one of the patient-
responses out loud from a short list of possible responses
shown on the screen (Brinkman, van der Mast, & de
Vliegher, 2008). This method can be implemented fairly
successfully with speech recognition. But with a list of
sentences on the screen it is unclear how this affects the
level of presence and the associated anxiety response. In-

stead, an intermediating solution, using automatic key-
word detection from the users’ free speech (McTear,
2002), is explored here. This technique was combined
with semi-scripted dialogues that were controlled by a
computer algorithm deciding which response the avatar
should give to the patient. The focus of the research was
to examine what level of technology sophistication would
yield the best results while keeping the amount of work
needed to create the dialogues in mind. Three automatic
speech response techniques and a manual control condi-
tion were empirically compared in a controlled experiment
and in a case study with two social phobia patients. The
results suggest that a VR system with semi-scripted con-
versations might be a suitable exposure environment for
social situations that have a conversational component.
Using automatic response techniques are likely to reduce
therapist workload, while giving individuals a similar level
of presence. 

SySTEm dESIgn

An experimental Virtual Reality exposure therapy (VRET)
system was created to provide a controlled environment
for exposing patients to a public speaking situation. Pa-
tients were asked to talk for a few minutes about a specific
subject in front of a small virtual audience after which vir-
tual avatars asked the patients questions about the subject,
and responded to the answers of patients in follow-up
questions. 

SySTEm SET uP

Figure  1 shows the set up of the system used in the study.
As the presence of the therapist might have an unwanted
effect on the patient, a remote set up was developed in
which the patient and therapist were separated into two
different rooms. The system was distributed over two
computers; one handled the visualization of the virtual
world including the avatars and all the audio input by the
patient, while a second computer handled the interaction
with the therapist and the reasoning logic of the dialogue.
For the net communication and the therapist interface the
Remote Delft Virtual Reality Exposure Therapy (RD-
VRET) framework was used. This framework handled the
network communication between the two computers and
the different software components, and also provided the
basic graphic user interface components for the therapist
user interface. The therapist could monitor the patient on
a screen with speakers by a live video feed from a camera
at the back of the patient room and an audio link with the
patient room. The therapist could also open an audio chan-
nel to talk to the patient. 

VRE with Automated Free Speech
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The software package Vizard was used for the visualiza-
tion of the virtual room and the avatars. The avatars came
from a commercial avatar package especially developed
for Vizard. Extra animations for the avatars were modelled
using key-framing. To support natural turn taking between
the avatars and the patient, a software-routine was imple-
mented ensuring that the avatars looked at the avatar that
was talking or at the patient that was talking. Patients sat
behind a table with a microphone and wore a head set.
They sat two meters away from the screen on which a 3.5
by 2.5 meters virtual room was projected with a screen
resolution of 1280 × 1024 pixels. 

To study different ways of interpreting and responding to
patients, four different speech response conditions were

implemented. The first condition did not use any speech
recognition but solely used the amount of time the patient
was talking to base its response on. The second condition
did use the speech recognizer but only checked on a pre-
defined finite list of key-words that would be the same for
all dialogues. The third condition added the ability to
check for certain specific key-words appropriate for the
specific point in the dialogue. Finally, the last condition
was a control condition, where a therapist selected the re-
sponses instead of a computer algorithm. 

dIaloguE dEVEloPmEnT

The system was designed to support an alternating com-
puter-patient dialogue, in which the computer (i.e. the
avatars) first asked the patient something, at which point

ter Heijden and Brinkman

Figure 1. System set up.

Figure 2. Virtual reality room. Right, an avatar is talking. 
Left, avatars look at the patient indicating they are listening to what the patient is saying. 
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the patient replied, to which the computer replied on its
turn again, etc. As patients could speak freely, the com-
puter should be able to react on various patient responses.
Figure  2 shows an example of a part of such a dialogue.
Each computer reply was linked with several potential pa-
tient replies. Although in theory there could be an infini-
tive number of different user replies, potential patient
replies were grouped, and for each of these groups an ap-
propriate computer reply was written. To control for the
potential exponential growth of a dialogue tree, the depth
of the tree was limited to a maximum of five turns after
the computer leaf nodes were again brought together in a
new opening question node by the computer, who always
took the lead in the dialogue. In this way the final dialogue
followed a repeating pattern of a widening tree merging
back to a single node and widening again from there. A
special editor tool, Editor3 (ter Heijden, Qu, Wiggers, &
Brinkman, 2010), was developed to support the develop-
ment of the dialogues. The dialogues were saved to Sqlite
database files that could be read later on by the dialogue
engine (Figure 1). 

For the study four dialogues were created on the following
subjects: democracy, France, dogs, and penguins. For a
Dutch target group these subjects were considered general
enough that most people would have some knowledge and
opinions on them, and allowed the avatars to pose some
knowledge and opinion questions about it. Questions
about recent events were avoided to make the dialogue
more pertinent in future studies. After the initial draft, the
dialogues were evaluated and rewritten in iterative cycles.
This was done by implementing the dialogue in a chatbot
and asking users to chat with it. The results of chatbot ses-
sions (ter Heijden, et al., 2010) were used to evaluate the

dialogues and to extract typical user replies, including key-
words.

aVaTar rESPonSE CaTEgorIES

Besides the questions avatars could pose, special consider-
ation was given to the patient reply. The grouping of these
replies was based on two computational parameters – the
length of the speech and the detection of specific keywords
in the patient’s reply by the speech recognizer. Potential pa-
tient responses were grouped into seven categories. The first
category was the short response category. This was the most
basic category. In the speech detection condition this was
implemented by detecting whether a patient had given a
reply that took less than one second, while in the two con-
ditions with the speech recognizer an additional check was
implemented to include only sentences containing less than
six words. Possible avatar responses for this category were
"Could you tell us something more?" or simple "Why?" The
main aim of the avatars' replies was to engage patients in
lengthier responses, and thereby overcome potential avoid-
ance behavior. 

The second category was the Yes/No category. This cate-
gory was used if the speech recognizer found the word
“Yes” or “No” in the patient response. Possible avatar re-
sponses for this category were, for example, “Why is
that?” or more context-related such as “What characteris-
tics of birds do they have then?” on a patient's "yes" reply
to the question whether they consider a penguin a bird.
Likewise, a "no" response would result in a reply such as
‘Why not?’ The only additional action for a "no" response
was a check for double negative, in which case that re-
sponse was ignored for this category. 

The third category was the positive/negative category. Pa-
tient responses which included mainly positive words such
as “of course” or “rightly” were considered positive
replies. Responses which included mainly negative words
such as “not” and “nothing” were considered negative
replies. Replies to patients' responses in this category in-
cluded related questions that were based on the implica-
tions of acceptance or rejection of assumptions in the
previous questions. For example, a patient’s negative re-
sponse on the question “What is your favourite penguin?"
would lead to the avatar asking “What is your favorite
polar animal?” 

The fourth avatar response category was the "don’t know"
category. This included patients’ responses such as “I don’t
know” or “I don’t have an opinion on that.” Possible

VRE with Automated Free Speech

Figure 3. Example of dialogue structure in which the
computer reply was linked with various patient responses.
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replies in this category were “Could you really not think
of anything?” or “That is okay." 

The fifth category was the keywords category. This cate-
gory included responses in which a specific keyword was
detected. Compared to the other categories, developing
replies for responses in this category took more develop-
mental effort. First, a list of keywords had to be identified
that patients would often use in their response. This was
done based on a word frequency analysis on the replies
obtained in chatbot evaluations. Second, for each keyword
a specific avatar reply was written. In the other categories
the avatar reply was less dependent on the question lead-
ing up to the patient response, and these replies could
therefore be used at multiple occasions in the dialogue.
This was not the case for patient responses in the keyword
category. Here, unique replies were written for each spe-
cific preceding avatar question. For example, when the pa-
tient response to the question “What kind of penguin do
you know?” included the word emperor penguin, the
avatar would continue the dialogue with the follow up
question “What is the difference between an emperor pen-
guin and a kings penguin?” The expected added value for
this category was that patients might feel that the avatars
were really listening and responding to their replies, mak-
ing the social stressors more authentic. 

The sixth avatar response category was the general cate-
gory. These were avatar responses that did not relate to
what the patient might have said. This included opening
questions, but also follow-up question on aspects patients
might not have addressed yet, making them still seem nat-
ural in dialogue. For example, a follow-up question for the
question “What is the greatest threat to the penguin
species?” was “The penguin is not a protected species. Do
you think they should be?” Both questions have synergy
with each other, while it is unlikely that the patients might
have already addressed the issue of penguins being unpro-
tected species in their initial reply. The seventh and last
category is the end category. These are the avatar re-
sponses to round up a question line with a remark such as
“But we are straying too far away from the main topic, so
back to the penguins,” or shorter ones like “okay” or “If
you say so.” Although these avatar responses could pro-
voke a reply from the patient, the avatar did not directly
respond to that comment. Instead, another avatar started
with a new question line. 

Table  1 shows that not all avatar response categories
were implemented in each speech response condition.

No speech recognition technology was used in the
speech detector condition. In this condition the computer
only measured when a patient talked or stopped talking,
and the amount of time a patient talked. On the other
hand, in the (limited) speech recognition conditions, the
speech recognizing software Nuance NaturallySpeaking
was used. Whereas the limited speech recognition con-
dition only included the more content generic avatar re-
sponse category, the speech recognition condition also
included the keyword category. These two conditions
were included to study the effect of including the key-
word category since the development of this category is
more labor intensive. In the human control condition the
therapist selected an avatar reply from all the avatar re-
sponse categories. For example, across the four dia-
logues, this meant the therapist could select from an
average of 4.35 avatar responses after the avatars had
posed their opening question of a new question line.  

mEThod of ThE ExPErImEnT

The experiment was set up as a within-subject design. All
participants were exposed to the four speech response con-
ditions – speech detector, limited speech recognition,
speech recognition, and human control. To avoid possible
learning effects about a subject, a participant talked about
another subject in each condition. Furthermore, the order
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avatar

response

category

Speech

detector

limited

speech

recognition

Speech

recognition

human

Control

Short X X X X

Yes/No X X X

Positive /
Negative

X X X

Don’t
know

X X X

Keywords X X

General X X X X

End X X X X 

Table 1
Implementation of avatar response categories in the

four speech response conditions
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of condition and the assignment of the subjects to condi-
tions were balanced. This resulted in 24 sequence orders.
Each participant was randomly assigned exclusively to
one of these sequence orders. 

mEaSurES

Before the exposure, participants were asked to complete
the Personal Report of Confidence as a Public Speaker
(PRCS) questionnaire (Paul, 1966) to measure the partic-
ipant’s fear of public speaking. Furthermore, they were
asked to complete a questionnaire to collect basic infor-
mation such as gender, age, etc. and the level of profi-
ciency and knowledge concerning  computers, 3-D
techniques, and VR. After the each condition, the partici-
pant's sense of presence was measured with a modified
version of the Igroup Presence Questionnaire (IPQ) (Schu-
bert, Friedmann, & Regenbrecht, 2001) including only the
general sense of being there question and the experienced
realism questions to measure their subjective experience
of realism in the virtual environment. In addition, partici-
pants completed the Dialogue Experience Questionnaire
(DEQ) (see appendix), to measure their experience of the

dialogue and the avatars. After the four dialogues, partic-
ipants were asked to complete the full IPQ questionnaire
considering all four dialogues, and to complete three Tur-
ing test type questions. Here, they were asked to rate the
dialogues and place them in order of likeliness that they
were controlled by a computer or a human. As a check
participants were also asked to order the dialogues on the
smoothness of the conversation. Besides subjective data,
behavioral data was also collected about the number of
times participants were interrupted by the avatars when
they had not yet completed their answer. This also in-
cluded situations where they had just paused for a moment
and continued talking. 

ProCEdurE

At the start of the experiment participants received a short
introduction about the overall aim of the study, and had to
sign a consent form. Participants were, however, not in-
formed about the different speech response conditions.
After signing the form, they completed the PRCS and
basic information questionnaire. Once this was complete,
the speech recognizer was trained. The main part of the

factors Speech detector
limited speech

recognition

Speech 

recognition
human control mean

Flow

dialogue
speed

0.83 0.81 0.79 0.82 0.81

interruption 0.91 0.87 0.86 0.95 0.90

correctness lo-
cally

0.86 0.61 0.88 0.76 0.78

correctness
globally

0.76 0.81 0.74 0.82 0.78

Interaction

involvement 0.80 0.73 0.88 0.87 0.82

discussion sat-
isfaction

0.84 0.82 0.75 0.83 0.81

reality 0.79 0.77 0.83 0.76 0.78

Table 2
Cronbach’s α results from reliability analysis on factors items of the DEQ

VRE with Automated Free Speech
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experiment consisted of four sessions with the virtual au-
dience, talking about four different subjects. To help them
during the initial three minute presentation about the sub-
ject, they were given a sheet with some general pointers
to talk about, which, however, did not overlap with the
question set of the avatars. The participants were also in-
structed not to pose questions to the avatars. The presen-
tation phase lasted between 1.5-3 minutes, after which
avatars would start the question and answer (Q&A) phase.
This consisted of 8-10 main questions with 1-5 follow-up
questions each (ter Heijden, et al., 2010). After this, par-
ticipants filled out IPQ and DEQ. Once completed, they
received the presentation sheet to prepare themselves for
the next session. Between the second and third session,
participants were allowed to take a short break to drink
something and walk around. After the four sessions, par-
ticipants completed the Turing test type questions and
were interviewed about the overall experience. The entire
experiment took between 1.5-2 hours. Afterwards, the par-
ticipants received a small gift in the form of a chocolate
bar as thanks for their participation.  

ParTICIPanTS

Participants were recruited from the researchers own so-
cial network. The age of the 24 participants (seven female)
ranged from 17-66 years (M = 32.6, SD = 13.4). A higher
education was being pursued or had been completed by
14 participants, while 10 participants had no education, or
had completed or were following an education below this
level. Of the 24 participants 21 had seen 3-D stereoscopic
images, but only nine had ever used a VR system before.
Participants had an average score of 9.8 (SD = 6.5) on the
PRCS questionnaire, with three participants scoring 16,
25, and 26, falling into the category of subjects Paul
(1966) had included in his anxiety treatment study. 

rESulTS

PrESEnCE

The overall IPQ results were compared with the online
IPQ data set1 in a MANOVA which used the source as in-
dependent variable and the general presence and three fac-
tors as dependent variables. No clear significant (F(4,632)
= 2.13, p. = 0.076) difference was found between the on-
line IPQ data set and IPQ rating from this experiment.
However, univariate analysis found a significant effect
(F(1,635) = 7.79, p. = 0.005) on the experienced realism
factor. Participants in this experiment (M = 2.5, SD = 1.13)
rated the experienced realism higher than ratings in the

online IPQ data set (M = 2.0, SD = 0.83). After each dia-
logue session participants had also filled out a modified
version of the IPQ questionnaire that only included gen-
eral presence and experienced realism factor questions. A
MANOVA with repeated measure taking the speech re-
sponse condition as within-subject variable and the two
IPQ measures as dependent measures found no significant
effect (F(6,18) = 1.7, p. = 0.184).

dIaloguE ExPErIEnCE

The results of the DEQ were analyzed for their internal
consistency. Items that had low correlations with other fac-
tor items were removed. The mean Cronbach’s α over the
four conditions ranged from 0.78 to 0.90, above the 0.7
threshold (Table 2). The participants mean score on the
factor items were therefore used for future analysis. 

To examine the effect of the conditions on DEQ, a
MANOVA with repeated measure was conducted. The
speech response condition was taken as a within-subject
variable and the four flow factors as dependent measures.
The results revealed a signification overall effect (F(12,12)
= 5.63, p. = 0.003) for the condition on the flow factors.
Univariate analyses on the individual factors, only found
a significant effect for speech response condition on dia-
logue speed (F(3,69) = 14.74, p. <0.001), and the correct-
ness locally (F(3,69) = 7.09, p. < 0.001) factor. Figure 4
shows the mean factor scores. Pair wise comparisons with
Bonferroni correction showed that for the dialogue speed
rating the human control condition (M = 4.3, SD =1.36)
was significantly higher than the limited speech recogni-
tion (M = 3.1, SD = 1.14, p. = 0.001) and the speech recog-
nition (M = 2.9, SD = 1.22, p. < 0.001) condition.
Likewise, the speech detector (M = 3.9, SD = 1.25) was
also rated significantly higher than the limited speed
recognition (p. =0.016) and speech recognition conditions
(p. = 0.003). It seems, therefore, that the delay in the
avatars response when using the speech recognition was
noticeable for participants. For the factor correctness lo-
cally participants rated the human control condition (M =
4.8, SD = 1.04) higher than the speech detector (M = 4.3,
SD = 1.16, p. = 0.007) and the limited speech recognition
(M = 3.8, SD = 0.90, p. < 0.001) condition. 

A similar analysis was done on the three DEQ interaction
factors. This analysis found a significant (F(9,15) = 5.36,
p. = 0.002) overall effect for the conditions. Univariate
analysis revealed a significant effect in the involvement 

ter Heijden and Brinkman
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factor (Greenhouse-Geisser correction: F(2.2, 50.7) =
5.65, p. = 0.005) and in the reality factor (F(3, 69) = 3.56,
p. = 0.019). Pair wise comparisons with Bonferroni cor-
rection for the involvement factors showed that the par-
ticipants had rated the human control (M = 4.9, SD = 1.19)
significantly higher than any of the other conditions
(speech detector: M = 4.4, SD = 1.21, p. = 0.046: limited
speech recognition: M = 4.2, SD = 1.12, p. < 0.001; speech
recognition M = 4.3, SD = 1.40, p. = 0.002). For the reality
factor human control (M = 4.4, SD = 1.12) was only rated
significantly higher than the limited speech recognition
condition (M = 4.0, SD = 1.15, p. = 0.05).

TurIng TEST

During the experiment participants were not informed
about the different speech response conditions. Because
of the speech recognition training, it seems likely they
might have expected some computer control, if not all.
After completing all dialogue sessions they were asked to
rate their sessions on the likeliness that they were com-
puter or human-controlled. Figure  5 shows the mean rat-
ings. An ANOVA found a significant effect (F(3, 69) =
3.35, p. = 0.024) for the speech response conditions. Pair
wise comparison with Bonferroni correction showed that
the human control condition (M = 4.4, SD = 1.53) was

VRE with Automated Free Speech

Figure 4. Mean factor on DEQ factor on which significant effects were found for the speech response conditions.

Figure 5. Mean rating on likeliness speech response
was controlled by a computer or a human. Figure 6. Mean ranking speech response condition on

likeliness they were controlled by a computer or a
human, and the smoothness of the dialogue.



rated as significantly (p. = 0.015) more likely to be con-
trolled by a human than the speech recognition condition
(M = 2.7, SD = 1.85). Interestingly, the rating for human
control condition did not significantly (t(23) = 1.33, p. =
0.195) deviate from the middle of the scale, even though
participants were informed one of the four sessions was
human controlled before they rated this question. A Fried-
man test on the ordering task of the sessions on the likeli-
ness of computer or human control also revealed a
significant effect (χ2(3) = 7.85, p. = 0.049), as was also the
case for the smoothness ordering task (χ2(3) = 14.15, p. =
0.003). As can be seen in Figure 6, and was confirmed by
Wilcoxon signed ranks pair wise comparison tests with
Bonferroni correction, participants ranked the human con-
trol condition significantly higher than the speech recog-
nition condition (Turing test: p. = 0.037; Smoothness: p.
= 0.037).  

aVaTar InTErruPTIonS

Figure  7 shows the number of times an avatar had inter-
rupted the participants when they were still speaking. In-
terestingly, this was not only a problem for the automatic
response conditions as it had also occurred in the human
control condition. A Friedman test revealed a significant
effect (χ23) =10.02 , p. = 0.018) for speech response con-
dition. Wilcoxon signed ranks pair wise comparison tests
with Bonferroni correction, found only that significantly
(p. = 0.034) more interruptions were made in the speech
detector (Mdn = 2) condition than in the human control
condition (Mdn = 0.5).

dISCuSSIon

Although several significant differences were found,
it is more interesting to note that on several places no
significant difference was found, especially with the
human control condition. A sample size of 24 for a
One-sample t-test would give an 80% change of find-
ing a significant effect (d = 0.6) with a size somewhere
halfway between what Cohen (1992) classified as a
large (d = 0.8) and a medium (d = 0.5) size effect.
Therefore, the absence of a significant difference could
be interpreted that it is unlikely that a difference with
a large effect would exist. Only on one measure did the
human control condition outperform all the automatic
speech response conditions – the DEQ interaction in-
volvement factor. Clearly, participants felt that avatars
were listening to them more when they were controlled
by a human. However, this did not seem to have had
any effect on their overall feeling of presence as no dif-
ference was found between any of the speech response
conditions. Likewise, in the Turing test, the partici-
pants seemed to be unable to make a clear difference
between the human control condition and some of the
automatic speech response conditions. A drawback of
the current implementation of the speech recognizer
was the noticeable response delay. If this were to be
improved, it would be beneficial since the human con-
trol condition did not noticeably outperform the speech
recognizer in correctly responding to a participant’s
answer or holding a conversation that could take place
in real life. Ideally, the automated system should com-
bine the speed of the speech detector with the informa-
tion the speech recognizer gives. Partial sentence
information might even be enough for the limited
speech recognizer because much of the information
concerning attitude can already be found in the first
few words of the sentence.

CaSE STudy

As the experiment was conducted with non-patients, a
case study was conducted to see how actual patients
suffering from social phobia would behave and per-
ceive the system. As this was a preliminary study, any
potential treatment effect was not examined. Besides
the patient, the case study also provided an opportunity
to study how an actual therapist would use and per-
ceive such a system – a user side of VRET systems
only explored in a few reports (Brinkman, Sandino, &
Van der Mast, 2009; Brinkman, Van der Mast, Sandino,
Gunawan, & Emmelkamp, 2010; Wrzesien, Burkhardt,
Alcañiz Raya, Botella, & Bretón López, 2010).
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Figure 7. Median of the number of computer interrupts
while participants had not finished their answer.
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mEThod

One of the university student psychologists and two pa-
tients, referred to here as client 1 and client 2, volunteered
to participate in the case study. Client 1 was a 43-year-old
male MSc student that had not finished his final thesis
project, as he avoided his thesis presentation to his super-
visors. He wanted to participate because of his personal
interest in the technology. Furthermore, it was an oppor-
tunity for him to enter the building of his faculty, some-
thing he had avoided for some time. Client 1 had a PRCS
score of 25, and on the dichotomous version of the Telle-
gen Absorption Scale (TAS) he scored 11. Client 2 was a
25-year-old male BSc student that had anxiety of present-
ing in public, believing that he would shake, stutter and
speak incoherently when talking before a group of people.
He was currently attending sessions from another psychol-
ogist. He had a PRCS score of 16, and a TAS score of 16.
The therapist was a female psychologist that worked at the
university and treated students from the university. The set
up of the system and room was similar to the experiment.

Because of time constraints, the patients were not exposed
to the limited speech response condition. The patients
were invited for two sessions. The first session was used
to introduce the patients to the system, and trained the
speech recognizer on their voice. They also practiced with
the system using a few questions from the France dia-
logue, using a human response condition. In the second
session, the patients were exposed to the democracy, dogs,
and penguins dialogues. They started with the speech de-
tection condition, followed by the human control condi-
tion, took a short break, and finished with the speech
recognizer condition. After each dialogue session they
completed DEQ, and after the last session they completed
IPQ. This was followed by an interview on how they had
experienced the sessions. After this, the clients were
thanked and for their participation received a small gift
that had a value of about €10. 

PaTIEnT rESulTS

Whereas Client 2's presence score on IPQ did not differ from

VRE with Automated Free Speech

Client 1 (experiment m) Client 2 (experiment m)

Table 3
DEQ results case study clients and experiment participants

* Sign < 0.05; ¥ sign < 0.01

factors

democracy –

Speech detec-

tion

dogs – human

control

Penguins –

Speech recog-

nizer

Penguins –

Speech detec-

tion

democracy –

human con-

trol

dogs – Speech

recognizer

Flow

dialogue
speed

2.8 (3.3) 3.0 (5.4)* 3.0 (3.3) 2.0 (3.7)* 4.3 (4.1) 5.5 (2.4) ¥

interruption 3.4 (3.2) 6.0 (5.7) 4.2 (4.5) 5.6 (4.6) 5.8 (4.6) 3.4 (4.4)

correctness
locally

3.8 (3.8) 3.3 (5.3)¥ 3.8 (4.9) 2.8 (4.7)* 4.8 (5.0) 5.5 (4.0)*

correctness
globally

4.0 (4.6) 3.8 (5.5)* 4.3 (4.5) 4.5 (4.2) 5.0 (5.1) 6.8 (4.8)*

Interaction

involve-
ment

4.4 (3.7) 4.2 (5.3) 4.0 (5.1) 4.2 (4.7) 4.8 (5.5) 5.6 (3.5)*

discussion
satisfaction

3.4 (4.3) 3.6 (5.9)¥ 4.4 (5.1) 5.6 (5.5) 6.2 (4.8) 5.0 (4.1)

reality 4.0 (3.4) 5.0 (5.2) 4.2 (5.0) 4.6 (4.1) 4.8 (4.6) 5.6 (3.2)¥
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the participants from the experiment, Client 1 rated the over-
all presence the maximal score of 6, which was significantly
(t(23) = -8.62, p. < 0.001) higher than the participants aver-
age rating (M = 3.5, SD = 1.44). However, on IPQ sub-scales
he scored significantly lower (spatial presence 0.4: M = 3.4,
SD = 1.14, t(23) = 12.87, p. < 0.001; involvement 1.5: M =
3.3, SD = 1.15, t(23) = 7.57, p. < 0.001; experienced realism
1.75: M = 2.5, SD = 1.13, t(23) = 3.29, p. = 0.003). Client 2
scored the experienced realism as a value, which was also
significantly (t(23) = 2.21, p. = 0.037) lower than the mean
score obtained in the experiment. 

The results of DEQ showed (Table 3) that Client 1 was
rating the flow factors and the interaction factor discussion
satisfaction significantly lower than participants had done
after their dogs dialogue session with the human control
speech response condition. This was the first time with a
patient that the therapist controlled the system, which
might partly have caused this. Client 2 gave a lower score
to the flow factors than participants in the penguins dia-
logue with the speech detection condition. However, he
gave a much higher rating for almost all DEQ factors for
the dogs dialogue with the speech recognizer. Overall, it
seems, therefore, that both clients did not have a greater

tendency than the participants in the experiment in expe-
riencing the dialogue with human control as more posi-
tively, nor was the dialogue with the speech recognizer
received more negatively. The data for the speed detector
condition seems, however, less conclusive.

Table 4  gives an overview of the session times and the
mean length of the answers. Client 1 and Client 2 seem to
have used different avoidance strategies. Where Client 1
gave relatively shorter answers, Client 2 gave relatively
longer answers compared to participants in the experiment
that received the same dialogue – speech response condi-
tion. With longer answers Client 2 might have tried to con-
trol the conversation. His session times were also
significant longer. Client 1, on the other hand, avoided
watching the screen, especially in the presentation phase.
The other client also often watched the presentation sheet
instead of the screen. Both could have been signs of avoid-
ance behavior. Interestingly, the participants in the exper-
iment had also commented on the intense stare of the
avatars when it was the participant’s turn to talk. The
avatars eye gaze might therefore be a phobic stressor, an
element also controlled in other VRET environment for
the treatment of social phobia (Grillon, et al., 2006). 

ter Heijden and Brinkman

Table 4
Session time and individual response time of clients and experiment participants in same dialogue – speech re-

sponse condition

Session time in seconds
Individual response time 

in seconds

dialogue Speech response
Experiment

m(Sd)
Client

Experiment

m(Sd)
Client m

Client 1

Democracy Speech detection 423(66) 361 6.7(2.5) 4.4

Dogs Human control 403(89) 385 8.6(4.4) 7.5

Penguins Speech recognizer 587(49) 560 7.6(2.0) 4.7*

Client 2

Democracy Speech detection 389(71) 490* 4.8(2.5) 9.2¥

Dogs Human control 690(292) 1191 ¥ 15(11.7) 26.2

Penguins Speech recognizer 427(65) 553 ¥ 8.8(2.9) 13.0*

* Sign < 0.05; ¥ sign < 0.01
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During the human control conditions, clients were also
asked to rate their anxiety on the Subjective Unit of Dis-
comfort (SUD) scale (Wolpe, 1958). Although the scores
are relatively low, the SUD score of both clients went up
in the Q&A phase (Figure 8). Both clients were also un-
able to point out the dialogue that was controlled by the
therapist in the Turing test. Both rated the speech recog-
nition (score 6) as most likely to be human controlled and
the speech detection (score 2) condition as most likely to
be computer controlled, with the human control (score 4)
being rated at the middle of the scale. In the session with
the speech recognizer, Client 2 was, for the first time, in-
terrupted by the computer in the middle of his sentence.
He suspected that the therapist had done this on purpose,
which might therefore have influenced his rating of the
Turing test. Both clients were enthusiastic about the pro-
gram after the second session and they saw its uses for
therapy. Client 2 felt more confident about the way he pre-
sented afterwards.

ThEraPIST rESulTS

Observing the therapist, it was apparent that she was more
able to monitor the patient in the automatic response con-
ditions than in the human control condition. In the latter,
much of her attention focused on selecting avatar re-
sponses. Instead of selecting the most fitting response, she
often tried to select a response that would provoke the
client. In the automatic speech response condition, the
computer interrupted the clients in the middle of the sen-
tence at points. This was very interesting for her. She saw
it as a potential phobic stressor, and suggested to include
this computer behavior on purpose. In addition, she also
saw this as a strategy to respond to patients that talk for a

long time as a form of avoidance behavior. She also
wanted to have more control over the length of the pres-
entation phase, being able to cut off the phase and move
to the Q&A phase. She also preferred the order of phases
not to be fixed. For some patients, the Q&A phase could
be a kind of introduction to the subject, with the presenta-
tion phase being the more anxiety-provoking part, espe-
cially for patients with fear of presenting to a group. Also,
letting the patient stand instead of sit behind a desk while
presenting without a bullet point sheet, she considered
might be more anxiety provoking. Having more control
over the type of avatars and the number attending the pres-
entation she thought would also be an effective way to
control the exposure. The intense eye gaze of the avatars
might have triggered avoidance behaviors, such as looking
away by the clients – an observation also made by others
when studying eye tracking behavior of social phobic pa-
tients (Grillon, Riquier, & Thalman, 2007). Therefore, the
therapist saw this as a future option to altar the ability of
the avatar to respond to this kind of behavior. Overall, the
therapist was enthusiastic about the system and saw a fu-
ture of using such a system for homework assignments.

ConCluSIon and dISCuSSIon

Manual speech response did not seem to outperform all
automatic speech response techniques both for non-pa-
tients and phobic patients on factors such as presence, di-
alogue flow, discussion satisfaction, dialogue reality, and
avatar interruption. The exception, however, was the abil-
ity to create the feeling that avatars are really listening.
Here, manual control still seems superior. Still, both non-
patients and phobic-patients were, on average, unable to
distinguish manual control from each of the other types of
automatic control. The benefit of automatic control was
observed clearly on the therapist side, reducing system
workload demands placed upon therapists, thereby allow-
ing the therapist to devote more attention towards moni-
toring the patient. 

The study also had a number of limitations that should be
considered. First, to limit the range of potential patients’
responses, the dialogues were designed with the computer
taking the lead. However, some social phobic patients
might also need exposure to situations where they have to
take the lead. Second, the results of the speech recognizer
condition might depend on the quality of the speech rec-
ognizer software used in this study. Other packages might
give other results. Third, the social setting only focused
on public speaking, whereas social phobic patients might
also fear other social situations. Exploring the techniques

VRE with Automated Free Speech

Figure 8. SUD score in the human control speech 
response condition.
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in other virtual scenes therefore seems interesting, espe-
cially whether they provide room for extensive exposure
to conversations. Finally, treatment response was not ex-
plored. The case study only focused on two therapy ses-
sions. For an actual treatment more sessions seem to be
needed, also raising the question of whether multiple dia-
logues would be required or even multiple social scenes.  
The study also points out a number of potential social pho-
bic stressors, such as: (1) avatar eye gaze directed towards
or away from the patient; (2) responding on patient avoid-
ance behavior when looking away from the avatars; and
(3) interrupting the patients when they are talking too long
as a form of avoidance behavior. When varied, they might
allow control of anxiety-provoking elements in the expo-
sure. Combining these with automatic speech response
techniques and automatic anxiety measure instruments
might reduce therapist workload demands even further,
maybe even to a point where direct continuously-moni-

tored sessions with a therapist might not always be
needed. This would open up options such as homework
assignments, or a therapist monitoring multiple VRET ses-
sions simultaneously. In the last case, an intelligent soft-
ware agent in the VRET platform might support the
therapist to cope with situations were multiple patients re-
quire attention simultaneously (Paping, Brinkman, & van
der Mast, 2010). This study also demonstrates that the
therapist and patient might not have to be in the same
room, as during the sessions they were in separate rooms
communicating over a computer network. Still, for any of
these technological solutions, it will remain essential to
study them empirically, demonstrating they provide at
least a similar level of exposure with a reduced therapist
workload. The results collected in this study seem to sug-
gest this for automatic speech response techniques used
in a VRET system to treat patient suffering from public
speaking anxiety.
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no Statement (original dutch text) ¥
Flow: dialogue speed
1*  The discussion partners needed a long time to think (De gesprekpartners moesten lang na denken)
2*  The discussion partners often went quiet (De gesprekpartners lieten vaak stiltes vallen)
3*  On occasions I had to wait long for a reaction of the discussion partners (Ik moest soms lang wachten op een reactie
van de gesprekpartners)
4*  The conversation did not run smoothly (De conversatie verliep stroef)

Flow: interruption
1  I was always able to finish (Ik kon altijd volledig uitpraten)
2*  On occasions I was unable to tell everything that I would like to have told (Soms kon ik niet alles vertellen wat ik
wilde vertellen)
3*  On occasions the discussion partners talked before their turn (De gesprekpartners praten soms voor hun beurt)
4*  On occasions, the discussion partners started talking while I was talking (De gesprekpartners praten soms door me heen)
5  I got enough time from the discussion partners to explain everything calmly (Ik kreeg genoeg tijd van de gesprekspart-
ners om alles rustig te vertellen)

Flow: correctness locally
1  The discussion partners addressed my answers (De gesprekpartners gingen in op mijn antwoord)
2  The discussion partner responded to my answers (De gesprekpartners reageerde op mijn antwoorden)
3  I got the feeling that the discussion partners understood my answers (Ik had het gevoel dat de gesprekpartners mijn
antwoorden begrepen)
4  The questions had a logical order (De vragen volgde een logisch vervolg)

Flow: correctness globally
1*  The discussion partners rambled (De gesprekpartners sprongen van de hak op de tak)
2*  On occasion, the discussion partners asked things I had already answered. (Soms vroegen de gesprekpartners dingen
die ik al beantwoord had)
3*  On occasion, I had to repeat myself (Ik moest me zelf soms herhalen)
4*  I did not always understood why things were asked (Ik snapte niet altijd waarom iets gevraagd werd)

Interaction: involvement
1  The discussion partners did listen to my answers (De gesprekpartners luisterde naar mijn antwoord)
2*  The discussion partners acted detached (De gesprekpartners reageerden afstandelijk)
3  The discussion partners were interested in my answers (De gesprekpartners waren geïnteresseerd in mijn antwoorden)
4  I got a feeling that I was listened to (Ik kreeg het gevoel dat er naar me werd geluisterd)
5*  On occasion, it felt like the discussion partners were not interested in me (Soms voelde het of de gesprekpartners
niet geïnteresseerd in mij waren)

Interaction: discussion satisfaction
1  The discussion was pleasant (Het gesprek verliep prettig)
2  I was left with a good feeling about the discussion (Ik heb een goed gevoel aan het gesprek overgehouden)
3  I have experienced the question round as pleasant (Ik heb de vragen ronde als prettig ervaren)
4*  The questions of the discussion partners made me nervous (Ik werd nerveus van de vragen die de gesprekpartners
stelden)
5*  I did not feel comfortable during the question round (Ik voelde me niet op mijn gemak tijdens de vragen ronde)

Interaction: reality
1  I got the feeling that this type of conversation could happen in real life (Ik heb het gevoel dat dit soort gesprek ook
in het echt kan voorkomen)
2  The discussion partners seemed natural (De gesprekpartners kwamen natuurlijk over)
3  I can imagine that this could happen to me in real life (Ik kan me voorstellen dat ik dit in het echt ook mee zou
kunnen maken)
4*  I had to adjust myself to the discussion partners (Ik moest mij zelf aanpassen aan de gesprekpartners)
5  The discussion partners seemed realistic (De gesprekpartners kwamen realistisch over)

VRE with Automated Free Speech

aPPEndIx

Table - Items of the Dialogue Experience Questionnaire included in final analysis

¥Rated on 7-point Likert scale ranging from Strongly disagree to Strongly agree (helemaal oneens – helemaal
eens); * Score revered
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Mental practice consists of rehearsing a movement with the goal of improving performance. Recent
clinical studies suggest that mental practice can be an effective way to facilitate motor recovery after
stroke. Though healthy subjects can easily learn to visualize a movement mentally, brain-injured indi-
viduals may perceive this task as difficult and overwhelming. We report progress of a research project,
which has investigated the feasibility of combining music and Virtual Reality (VR) to support stroke
patients in performing mental practice. We tested this approach in two chronic stroke individuals. After
four weeks of treatment, both patients showed improved motor function and reported reduced feelings
of anxiety. The results of this pilot study are encouraging and deserve further research. 

Keywords: Stroke, Virtual reality, Music, Mental practice, Neurorehabilitation

InTroduCTIon

Recent years have seen a growing interest towards the
application of motor imagery-based training, or “mental
practice,” in stroke rehabilitation. According to this ap-
proach, patients mentally rehearse a movement with the
goal of improving motor performance (Dickstein and
Deutsch, 2007; Gaggioli et al, 2009). Neurophysiolog-
ical studies have shown that prolonged mental practice
induces plastic changes in the brain, which are similar
to those resulting from physical training. For example,
Pascual-Leone and colleagues (1995) used transcranial
magnetic stimulation to test patterns of functional reor-
ganization of the brain after mental or physical training
of a motor skill. Participants practiced a one-handed
piano exercise over a period of five days. Results
showed that the size of the contra-lateral cortical output
map for the long finger flexor and extensor muscles in-
creased progressively each day and that the increase was
equivalent in both physical and mental training. 

Sharma and colleagues (2006) conceptualized motor im-
agery as a "backdoor" to accessing the motor system
after a stroke because "it is not dependent on residual
functions yet still incorporates voluntary drive" (p.

1942). Brain imaging studies indicated that motor im-
agery involves a complex distributed neural circuit,
which includes the activation of primary motor cortex
(M1), supplementary motor area, dorsal and ventral lat-
eral pre-motor cortices, superior and inferior parietal
lobules, pre-frontal areas, inferior frontal gyrus, superior
temporal gyrus, primary sensory cortex, secondary sen-
sory area, insular cortex, anterior cingulate cortex, basal
ganglia and cerebellum (Decety, 1996). However, the
use of mental practice in stroke rehabilitation is prob-
lematic. Patients often report difficulties in performing
mental simulation. Also, neuropsychological evidence
suggests that after stroke motor imagery is not symmet-
rical and that motor imagery vividness is higher when
imagining movements on the unaffected than on the af-
fected side. Finally, it is not a simple task to instruct pa-
tients to imagine movements using a first-person
perspective (kinesthetic imagery), an approach that is
believed to be effective to train fine motor skills (Jack-
son et al, 2001).

In order to support stroke patients in performing mental
practice, we developed an integrated training approach,
which combines the use of VR technology and mental
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practice (Gaggioli, et al, 2006; Gaggioli et al, 2009). In
this approach, a VR system called “VR Mirror” displays
previously recorded and mirrored movements of the
nonparetic arm to the patient. The observed movement
is used to support mental rehearsals of the desired move-
ment, and to promote the movement of the impaired
limb by following the mirror image. The VR Mirror
consists of a table with a back projected horizontal
screen, a projector, a mirror and sensors for movement
tracking (see Figure 1). 

In the present study, we further extended this approach
by adding the use of music. We argue that music can
support mental practice in two ways – by providing the
sequential and rhythmical structures required to perform
the movements to be imagined and trained, and by lead-
ing patients to relax and experience positive emotional
states during the VR exercises. From a neuropsycholog-
ical perspective, listening to music is a complex experi-
ence recruiting different neural circuits (Janata et al,
2003). In fact, listening to music involves the simulta-

neous activation of several mental codes and the co-
ordinated activation of three cognitive formats –
motor, iconic, and verbal (Antonietti, 2009). As con-
cerns the motor level, several studies have highlighted
the link between music and body reactions for reha-
bilitation purposes. For example, Antic et al. (2008)
investigated the effects of music in a sample of pa-
tients with acute ischemic stroke. They found that lis-
tening to music for 30 minutes caused an increase in
the mean blood flow velocity in the middle cerebral
artery in 80% of participants. In a computer-assisted
dynamic posturography study, Carrick and colleagues
(2007) found that music induced positive changes in
stability scores in individuals with balance abnormal-
ities, indicating that music can be a way to prevent fall
and/or vertigo and to rehabilitate persons showing
postural disorders. Synchronization between sounds
and gestures induced by music has also been success-
fully used to teach brain-damaged patients to perform
the appropriate movements required to dress au-
tonomously (Gervin, 1991).

Combined Use of VR and Music for Rehab

Figure 1. The VR Mirror
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The association of music to computerized exercises for
motor rehabilitation has been investigated by previous
studies. For example, Schneider and colleagues (2007)
developed a music-supported training program devised
to induce an auditory-sensorimotor representation of
movements in stroke patients. The equipment included
electronic drum pads (to train gross motor skills) and a
MIDI-piano (to train fine motor skills). Stroke patients
used such tools to reproduce a musical pattern with the
impaired arm. Compared to control subjects, patients
who underwent music training showed significant im-
provement after treatment with respect to speed, preci-
sion, and smoothness of movements, as well as
improvement of motor control in everyday activities.
Both Hummelsheim (1999) and Aldridge (2001) sug-
gested that music can promote motor recovery by stim-
ulating the activation of specific motor cerebral areas.
However, besides the specific role that music plays in
motor rehabilitation, the positive psychological effects
of music should not be overlooked. For example,
Särkämö and colleagues (2008) showed that listening to
favorite songs daily improved cognitive recovery and
mood after mild cerebral artery stroke. Specifically,
music treatment determined an increase of positive emo-
tions and a decrease of feelings of confusion and anxiety,
which resulted in an enforcement of patients’ motivation.

Starting from these premises, the goal of the present
study was to investigate the feasibility of combining
music and VR to support stroke patients in performing
mental practice. The integrated protocol was tested in a
pilot study involving two chronic stroke patients with
upper limb impairment. 

mEThod

ParTICIPanTS

Two hemiplegic cerebrovascular accident (CVA) pa-
tients participated in the study. Patient TG (male, age
68, right handed, 24 months post-CVA), had suffered a
left-hemisphere lesion resulting in a chronic hemiplegia
of the right arm. Patient LS (male, age 39, right handed,
24 months post-CVA) had suffered a right-hemisphere
lesion resulting in a chronic hemiplegia of the left arm. 

maTErIalS and ProCEdurE

Neuropsychological assessment included the evaluation
of communication and cognitive skills, memory, atten-
tion, visuo-spatial, and executive functions according to
standardized assessment procedures. Imagery ability
was assessed through the Vividness of Movement Im-
agery Questionnaire (VMIQ) (Isaac et al, 1986). The

Montreal Battery Test of Evaluation of Amusia (MBEA)
was used to exclude music disorders1 (Peretz et al,
2003).

The selection of the music pieces that accompanied pa-
tients’ movements was based on the following criteria:

• High degree of congruence between the speed, du-
ration, and rhythm of the music piece and the cor-
responding temporal parameters of the target
movement exercise

• Association with positive emotional states, using
the emotive clues that major tonality suggests (Slo-
boda, 1985; Gabrielsson and Lindström, 2001; Za-
torre, 2003)

• Patients’ familiarity with the music piece: Previous
research found that well-known music is more ef-
fective in enhancing neural activation and mental
association than unfamiliar music pieces (Demorest
and Morrison, 2003; Peretz and Zatorre, 2005). Pa-
tients’ attitudes regarding the musical pieces were
determined by an interview about their own musical
education and preferences. 

The treatment protocol consisted in three weekly hos-
pital sessions for four consecutive weeks. In each train-
ing session, patients observed the virtual movements
displayed on the VR Mirror (Gaggioli et al. 2009) while
listening to music pieces, which were previously se-
lected by subjects in accordance with their music pref-
erences. Then, patients were requested to imagine the
movement observed on the VR mirror with the accom-
panying music tracks. In parallel to hospital treatment,
patients performed mental practice exercises at home
with the support of a DVD, storing audio/video clips of
the rehabilitation exercises. Home exercises were exe-
cuted on a daily basis.

rESulTS and dISCuSSIon

Primary pre-treatment and post-treatment measures in-
cluded the Action Research Arm Test (ARAT) (Lyle,
1981) and Fugl-Meyer Upper Extremity Assessment
Scale (Fugl-Meyer, Jaasko and Leyman, 1975).  The
ARAT is an outcome measure designed specifically for
use with patients with strokes. The test is divided into
four categories (grasp, grip, pinch, and gross move-
ment), with each item graded on a 4-point scale (0=can
perform no part of the test, 1=performs test partially,
2=completes test but takes abnormally long time or has

1A lite version is available online, at http://delosis.com/listening/home.html.
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great difficulty, 3=performs test normally) and a total
possible score of 60. The Fugl-Meyer Scale is a measure
of impairment in studies measuring functional recovery
in patients with strokes. In this study we used the upper-
extremity motor component of the Fugl-Meyer Scale,
which consists of 66 points. In addition, patients kept a
diary in which they recorded the amount of mental prac-
tice exercises performed at home and their personal im-
pressions about the treatment. Pre-post and follow-up
scores are reported below. After four weeks of treat-
ment, we observed a sensible improvement in motor
function for patient TG and a moderate, albeit notable,
improvement in patient LS. Both patients maintained
the improvements on the follow-up session.

ConCluSIonS

The main objective of this pilot study was to evaluate
the feasibility of using music and VR to support mental
practice in stroke rehabilitation. This strategy was tested
in two post-stroke patients with chronic motor impair-
ment of the upper limb. After eight weeks of treatment,
both patients showed increased motor scores and re-
ported an improvement in ADL. Though the limited
number of patients and the absence of a control condi-
tion do not allow us to draw any conclusion about the
efficacy of this intervention, these preliminary observa-
tions suggest that that music and VR can be successfully
integrated into mental practice protocols in stroke reha-
bilitation. 
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Reminiscence activity is commonplace as an activity that is widely recognized as beneficial to people
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InTroduCTIon

The response at policy level to the demographic ageing
or the “greying” of our populations in developed
economies is a move towards self-management where
possible, as well as supporting “ageing in place” where
the older person can receive care at home, in the sup-
portive circle of family and friends. However, many of
these people may not have opportunities for social con-
tact, even at home, and as such, potentially face a degree
of social isolation. The paper outlines work in support
of reminiscing, which is recognized as an activity that
provides benefit to, for example, people with dementia.
The activity also is of benefit as a therapeutic interven-
tion to this group and is recognized as beneficial also to
the wider, older population. As we age, we gather a large
number of life experiences, many of them signifying im-
portant life stages – for example, as our family grows,
as we impact on the world, and as the world impacts on
us. An old photo, of sentimental value, can mean every-
thing to a person, becoming imbued with tremendous
significance and often-talismanic importance. These
artefacts, whether a location, person or event, or indeed

a photo of such an artefact, become the stuff of remi-
niscing, fuelling what is viewed as a therapeutic process,
that, when managed, offers benefits (Koretsky, 2001;
Sandoz, 1996) but can reinforce feelings of isolation and
depression when unmanaged. As people age, they also
increasingly face old age alone, especially in developed
economies, as the demography of the post-war (1939-
45) period is realized in societies today. The baby
boomers of the post-war period are now at or past re-
tirement age, and this increase in numbers of older peo-
ple results in a significant strain on social and health
services. It is projected that by 2025 over 70% of UK
households will comprise of people living alone, where
a majority will be elderly people. This large body of
people, each of whom may have gathered many sets of
memories as photographs, has no real facility to use ma-
terial for reminiscing or share these and to enjoy the
therapeutic benefit arising from sharing.

Reminiscing includes a range of activities and tradi-
tional tools aimed at stimulating thoughts, feelings and
memories of times gone by. For example, these could
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be recalling significant cultural issues, events, old
friendships or places. Reminiscing can help older people
to improve their own health and wellbeing. In scientific
literature, the impact of reminiscing therapy as an inter-
vention has been demonstrated for a range of popula-
tions, but primarily for people with dementia.  

In this paper, the issue of reminiscing is explored. As a
social phenomenon, reminiscing offers social benefits
and brings communities together while discussing per-
sonal and historical issues of relevance to the partici-
pants. However, as, for example, older people may lead
increasingly isolated lives, there is a risk that they are
excluded from the opportunities to engage socially in
activities and acts such as reminiscing, without the ef-
fective employment of technology to support the acts.
The key question being asked is should the act of remi-
niscing be supported using information and communi-
cations technology (ICT)? 

Reminiscence is defined and explained in the paper, in
particular from a perspective of the work carried out sup-
porting people with dementia and their carers. Reminis-
cence systems are then defined and explored and in this
section, particular attention is given to commercially
available systems including social networking-based sys-
tems. The following section examines older people as
users of ICT technology and services based upon this
technology. The particular scope of studies in the realm
of reminiscence systems is then outlined and the com-
parative evaluation study is then described, encompass-
ing method, study and results. The key question of
reminiscence being supported by technology is examined
in the study, where photographic images are used by the
study group for reminiscing with some participants view-
ing them as traditional photographs mounted on cards,
while others view the images using a touch screen iPad
device. Another aspect of the research was to examine if
different types of images were treated differently in the
study, whether on a device or mounted on card. The re-
search question being examined was whether “personal”
images belonging to the participant would be viewed for
a longer time than general images, such as “generic” im-
ages of the participants’ home area or images reflecting
some “shared experience” such as a beach holiday. The
paper concludes by examining the results of the study.

rEmInISCEnCE

Reminiscence has been defined as a “process of think-
ing or telling others about one’s past experiences”

(Cappeliez et al. 2005). As a therapeutic intervention,
reminiscence is “using the recall of past events, feelings
and thoughts to facilitate pleasure, quality of life, or
adaptation to present circumstances” (Dochterman and
Bulechek, 2003). Reminiscence therapy is generally
based one of two theoretical perspectives – Erikson’s
theory of psychosocial development or Atchley’s con-
tinuity theory. Erikson’s theory emphasises “achieve-
ment of ego-integrity and a sense that one’s life has
meaning and significance, which can be fostered
through reminiscence” (Bohlemeijer et al. 2005; Wang,
2005). Continuity theory, on the other hand, “empha-
sises adjustment by clients to maintain continuity in in-
ternal (self concept) and external (social behaviour and
social interaction) structures” (Atchley, 1989). Remi-
niscence is seen as an attempt to maintain continuity
between past and present through recall of “familiar
knowledge, skills and strategies” (Lin et al. 2003).
Reminiscing includes activities and the use of tradi-
tional prompts aimed at stimulating feelings and mem-
ories; e.g., the use of multi-sensory triggers to stimulate
recall (Gibson, 2004). The majority of research in rem-
iniscence systems has been carried out to assist people
with dementia and related illnesses (Astell et al. 2008;
Sarne-Fleischmann and Tractinsky, 2008). The impact
of reminiscing therapy as an intervention has been ex-
amined; e.g., Wang (2005) demonstrated how it was
valuable and beneficial to people with dementia al-
though Woods et al. (2005) found inconclusive evi-
dence of the efficacy of reminiscence therapy for
dementia in a Cochrane Review. However, it has been
shown that reminiscence in general, especially life re-
view, are potentially effective methods for the enhance-
ment of psychological well-being in older adults
(Bohlemeijer et al. 2007) and the therapeutic potential
of place-based reminiscence has been proposed as an
avenue in enhancing the quality of life for older people
in long-term care facilities (Chaudbury, 2003), some-
times using remote reminiscing facilities (Kuwahara et
al. 2006).

rEmInISCEnCE SySTEmS

The easiest way in which to describe reminiscing and
how ICT supports reminiscing activities is to review
some of the systems from research literature as well as
systems in use. Reminiscence systems have been de-
fined as the use of technology to support reminiscence
work (Mulvenna et al. 2009). The use of multimedia in
reminiscence systems was arguably the first stage in the
growth of research in reminiscence systems supported

ICT for Reminiscing



65

by ICT, and there are a significant number of research
projects and publications highlighting such work
(Newell et al. 2002). It is natural, perhaps, that remi-
niscing work, which uses visual and hearing senses (as
well as other senses) could be enriched with multimedia
material encompassing photographs, videos, audio
recordings, and music, as well as historical material
from newspapers, for example. The multimedia para-
digm also lends itself to extending the concept of mem-
ory books, used in traditional reminiscence work, where
a caregiver or family member compiles a personal
scrapbook with images and pictorial mementos of a per-
son’s life. Using multimedia, the reminiscence systems
can animate the material, thus making it more attractive
and attention holding than a paper-based scrapbook.
However, since the process of creating a memory book
is itself a process rich in reminiscing opportunities, care
must be taken not to replace this type of work with a
more mundane and less user-centered multimedia au-
thoring process. One such example of an application that
has been designed to support reminiscing is Memo-
ryMiner1. This is a multimedia application where pho-
tographs and other visual material can be added to a
repository, annotated and then published to the Internet
where further annotations can be made to the material. 

In order to make reminiscence systems as accessible as
possible for reminiscing by people (and their caregivers,
if relevant), the interface of such systems must be as
user friendly as possible. This is particularly important
where the user is not normally a computer user and/or
for when the system has to provide cognitive support,
for example, to people with dementia. Touch screen de-
vices are becoming increasingly used in reminiscence
systems for people with dementia as the primary mode
of interaction, obviating the need for mouse and key-
board combinations. One example of such a device is
the CIRCA system (Astell et al. 2008). Touch screen de-
vices, used as a direct input device, have been high-
lighted as requiring little or no training for users (Pak et
al. 2002) and offer a “supportive interaction environ-
ment” for people with dementia and their caregivers
(Astell et al. 2010a).

Another trend is the increasing use of the Internet and
core “platform” services from companies such as Face-
book2 and Google. These services are popular with users
and one of the most popular uses is the sharing and an-
notation of personal photographs and videos, especially

amongst younger users. This user-generated content is
becoming a significant component of all Internet content,
and it can be argued that this content, on these platforms,
will become the destination that people will go to in the
future when they want to reminisce. One such system
used for reminiscing and recall of past events was used
to engage people in reminiscing activities using e-mails
linking to social media content. The research found that
users valued the system and that prompts with images
interestingly drew more responses but less thoughtful
ones than textual prompts (Cosley et al. 2009).

In terms of social media, existing social networking sites
such as Facebook can support reminiscing interactions
using specialized applications or “apps.”  There are also
emerging social network sites that cater specifically to
older people. These include Sagazone3 and Finerday4

in the UK. It is unclear if they support specific reminisc-
ing activities, but a part of their attraction is in bringing
older people together in a social network, and support-
ing their interactions. While not explicitly supporting
reminiscing, the MyHeritage5 site is a social networking
application that is strongly orientated to linking family
members in support of sharing experiences. In 2009, it
held over 550 million individual profiles, over 14 mil-
lion family trees and 81 million photographs. 

oldEr PEoPlE aS uSErS

The number of older people is increasing rapidly in
coming years, and reminiscing activities offer a social
benefit to this group of older people as they age. Tech-
nology continues to be adopted and utilized across many
areas of society and there is evidence of continued up-
take of ICT by older people to assist them in their daily
life activities. Therefore, it is valid to take a position that
the act of reminiscing can be supported by ICT, and that
using ICT to support and extend the capabilities of rem-
iniscing activities offers a wide social benefit.

However, older people’s attitude to ICT is different than
the attitude of the wider population and is widely diver-
gent from the attitude of the technologically savvy
younger generations. In a 2006 research report on the
attitude of older people to TV, radio, the Internet and
mobile/portable devices, the majority of older people
were classified as reluctant participants, that is, “abstain-
ers” or “resistors,” where around 74% of over people
aged over 65 were either resistors (32% c/f 21% of UK
adults) or abstainers (42% c/f 11% of UK adults)

Mulvenna et al.
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(Thickett, 2006). Of course, while the majority of older
people may be characterized as resistors or abstainers
of technology, older people are also embracing some
technologies such as digital cameras. Using digital de-
vices with their computers can eliminate many of the is-
sues with traditional photograph storage and use, can
make indexing and finding particular images much sim-
pler, and can facilitate sharing of such media much more
easy to achieve. As well as having differing attitudes to-
wards technology and technology use compared to the
wider population, older people may also have issues
with usability and accessibility arising from the impact
of age on their senses, primarily on hearing (hearing
loss), eyesight (decline in amplitude for ocular accom-
modation) and cognitive abilities (decline in power of
recall, for example), but also on physical dexterity,
where, for example, grip strength declines with age. The
number of people suffering from chronic diseases in-
creases with age and many of these diseases impact on
the ability of a person to use a particular modality of in-
teraction with technology; for example, a person with
Parkinson’s disease, which causes tremors in hand
movement or a slowing of physical movement in gen-
eral, may not be able to interact well with a touch screen
interface. There is also a significant difference between
the youngest old (55+) and the oldest old (80+) across
these three areas of attitude towards technology, age im-
pairment of senses and cognitive and physical ability,
and impairment due to the impact of chronic disease.

If the reminiscing act is supported by technology, then
how can it support this group of people, each of whom
are old but all have very different needs, requirements
and attitudes due to their particular situation? What de-
sign decisions would need to be taken for a reminis-
cence system in order to accommodate such different
needs? For example, in the CIRCA system (Astell et al.
2008), designed for people with dementia, the system
has been designed to be “failure-free,” meaning that
there is no obligation for the user to complete any task
or to navigate to a particular screen. CIRCA was de-
signed to provide an “intuitive, expansive and fail safe
reminiscence experience, utilizing contemporary com-
puter touch screen technology and interactive media de-
sign to assist people with dementia and their caregivers
and relatives in prompting conversation in one on one
or group situations” (Gowans et al. 2009). 

The Potential Support Ratio (PSR) is the ratio of the
number of 15-64 year olds who could support one per-

son 65+ (retired). In the UK in 1950 the PSR was 12:1,
in 2000 9:1 and it is projected to be 4:1 by 2050 and 2:1
in the developed world (United Nations, 2002). There
is also, then, an impending crisis in terms of the burden
facing formal and informal (families, neighbors and
friends) caregivers. The acts of reminiscing, supported
using ICT, must also then support the caregiver of the
older person, if necessary, and alleviate their care-giving
stress or burden. This is particularly important as the
number of people with dementia, estimated at 35.6 mil-
lion people worldwide, is forecast to be 65.7 million in
2030 rising to 115.38 million in 2050 (Prince and Jack-
son, 2010).

In summary, older people as users are a complex, het-
erogeneric group, with different needs and characteris-
tics, where physical, cognitive and sense impairment is
typically accelerating in old age, where propensity to
suffering from chronic disease is increasing, and criti-
cally, where the number of caregivers available to sup-
port older people is expected to decrease.

SCoPE of STudIES for rEmInISCEnCE SySTEmS

We believe that there are three main modalities of use
for reminiscence systems. Firstly, the use of a reminis-
cence system by an individual; secondly, more than one
person (may be a person and their caregiver, for exam-
ple) sharing reminiscences in the same physical space;
and thirdly, shared reminiscing where people are phys-
ically remote from each other but inter-connected by the
Internet. In order to explore how the reminiscing act
may be supported by ICT in these three modalities, sev-
eral experiments have been designed. The methods for
these are set out below, and broad topics include:

• Examine act and activities of reminiscing, in particular,
our understanding of reminiscence;

• Explore the affordances of existing artefacts used in
reminiscence, and the way such artefacts are used in
conversation;

• Carry out ethnographic work with older people;

• Establish reminiscence needs identification for older
people;

• Develop a user-friendly visual computer system designed
to be used by older people for purposes of reminiscing;
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• Develop evaluation frameworks using WHO QOL
and/or PIADS (Demers et al. 2002) for system in use,
as appropriate;

• Assess value of different types of multimedia informa-
tion (photographs, film, generic media, person-specific
media, or “shared experience” media); and

• Evaluate ease of organization and change of media by
older people, people with dementia and caregivers.

Research has shown that the function of photographic-
based images as memory aids, or as stimuli for remi-
niscing, can be placed in the context of the narratives
that can be constructed around the image (Wright,
2010). Personal memory that relates to cultural memory
should be considered, such as how the “objects of mem-
ory” can be drawn upon and how they are recounted. 

In this paper, the first modality of use is examined in
our study in the following section, which compares how
older people reminisce using ICT devices, as well as tra-
ditional card-based images.

STudy and mEThodS

The study was designed to explore how older people use
technology for reminiscing. Research, discussed earlier
in this paper, outlined how technologies are being used
for reminiscing activities, in particular for people with
dementia. In our small study, we wanted to see if there
was any significant difference in how people reminisced
with and without technology to support the reminiscing
process. In order to test this question, participants in the
study were randomly allocated to reminisce using either
a device (an iPad) or more traditional images, on cards.
Therefore, the overall aim of the study was to examine
the attitudes of older people in using a device to remi-
niscence as opposed to a card-based approach. The
study measured the impact of card- versus device-based
reminiscing using the amount of time spent with each
image. The small scope of the study made it difficult to
evaluate more complex measures of impact.

Another aim of the study was to see if the different types
of images made a difference in reminiscing. These three
types of images were personal images belonging to the
participants, generic images of life events and shared
experience images. For example, a generic image may
be an image of musical instruments, a shared experience
image may be a photograph of people at a dance hall in

1950’s Ireland, while an example of a personal image
in this context may be a photograph taken at a dancehall,
involving the actual participant. The rationale for exam-
ining if there was a difference in how people treated dif-
ferent types of images was founded on recent research,
suggesting that “personal items, which have a certain
story and set of information attached to them, may limit
people’s reminiscing to recollection of this information,
making it more of a memory test than enjoyable social
activity. By contrast, generic items, which have no sin-
gle story attached, may spark off different recollections
in different people, thereby encouraging the sharing of
stories and social reminiscing” (Astell et al. 2010b).
This recent research related to people with dementia and
we wanted to see if there were any indications that older
people generally would treat different types of images
differently. The shared experience type of image was,
in effect, a kind of generic image, designed to highlight
people working or playing together.

The inclusion criterion for the study was older people
over 55 years of age and normally under 85 years of age
in 2010. This included people born between 1925 (for
85-year-olds) and 1955 (for 55-year-olds). Participants
were recruited from two locations (Newtownabbey and
Newry) in Northern Ireland to reflect a mix of urban and
rural dwellers. There were 19 participants in total, with
an average age of 71. The oldest participant was 85 and
the youngest was 62. Seven of the participants were
male.

The participants were informed that the study would
help to develop the understanding of computer technol-
ogy in the area of reminiscence and life story work. 

The study divided the participants into two groups, the
control group using photographs mounted on cards and
those using a device. The study control group used tra-
ditional photographs, mounted on card (card-based),
while the device group used Apple® iPad® devices with
touch-screen navigation of photographs (device-based).
The allocation of devices and photo cards to participants
was randomized within each location. 

In the study, each participant was presented with fifteen
photographic images in random sequence, either on the
device or mounted on card. The fifteen photographs
were drawn equally from personal, shared experience
and generic photographs, that relate to when the partic-
ipant was 18-40 years old, therefore, photographs from
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1943 (age 18 for people born in 1925) to 1995 (age 40
for people born in 1955) were used.

In order to prepare for the study, there was one initial
group meeting at each location. At this meeting each
participant met with the fieldwork supervisor who ex-
plained the study to all those participating. Informed
consent was obtained from the participants and all rele-
vant questions, queries and concerns were answered. At
this initial meeting participants also got the opportunity
to become familiar with the hand held device. The de-
vice was passed from one participant to another, super-
vised and supported by the researchers pointing out
features of the device, in particular the use of the appli-
cation designed for the study, displaying sample photo-
graphs from Northern Ireland. Care was taken to ensure
that each participant then used the device on their own
browsing through the photographs. 

The fieldwork supervisor asked the participants to con-
sider five images from their personal photograph record
that are of personal significance to their lives. The spe-
cific wording was to “consider five images that are per-
sonally important within your own life, which trigger
memories for you.” This initial meeting was also an op-
portunity for interaction with the participants to help

guide the selection of the generic and shared experience
images. 

At a second drop-in meeting at each location, the five
personal images selected by the participants were
scanned and immediately returned to the participants.
The fieldwork supervisor also carried out a pre-study
survey with each participant to gauge what images
would be appropriate for use as generic and shared ex-
perience images, and from this, culturally relevant
generic and shared images were selected to avoid pre-
senting an image with which the participant had no in-
terest. At this meeting, the fieldwork supervisor also
finalized the schedule of individual meetings.

In the study itself, each participant sat with the facilita-
tor and the participant held the cards or device and de-
cided when to move to the next photograph. Forty-five
minutes was set aside for study, but in the event no par-
ticipant exceeded this time period. The facilitator, who
remained the same for all 19 engagements, encouraged
each participant to lead their session and invited him or
her to tell their story.

After the study, a post-study questionnaire was used to
gain feedback from participants on the study. 

Figure 1. Pre-study Questionnaire on what is important in life.

ICT for Reminiscing



rESulTS

The pre-study survey asked the participants to explicitly
rate what was important in their lives. In Figure 1, each
of the following areas were rated from 1-7 on a Likert
scale by the participants where “1” equalled important
and “7” equalled un-important – family, friends, hob-
bies, music, sport, home, and work. The responses were
then summed. The figure shows that, not surprisingly,
the majority of people rated family as very important,
with friends, then home ranking highly. This informa-
tion was used to guide image selection.

A summary of the results of the average time (in sec-
onds) spent by the participants on the image types, di-
vided by locations (A and B) and whether they used a
device or card is presented in Table 1.

The data shows that, regardless of location, participants,
on average, spent longer viewing photographs that were
mounted on card than those on devices, for each of the
different photograph types. In terms of differences be-
tween the types of photographs, while people spent
slightly longer on average looking at personal images,
no statistically relevant difference in the durations of
viewing between any of the types of photographs (per-
sonal, generic, or shared experience) was found.

The results of the post-participation survey provided in-
teresting views on perceptions of card versus device-
based photograph reminiscing. 

Table 3 shows that almost 80% of the participants found
photographs to be emotionally moving.

When asked about their attitude towards card-based
and device-based reminiscing, there was a broad range
of comments, supportive of both cards and device.

Participants liked that the device was “Easy to use, ti-
dier than paper,” “Images don’t get destroyed by han-
dling,” “Kept all images together,” “Ease of use,
image quality,” “Ease of use,” “Exciting,” and com-
mented “It is immediate,” and “Very handy and
quick.” They disliked “Holding it,” and commented
“Very cold,” “Left arm weak after break,” and “Sen-
sitive screen initially.”

In terms of traditional images, the participants said they
liked that “Cards can be handled around friends,”
“Could hold it in any hand,” “Photographs are handy,”
“Handle images and look at full image closer,” “It is
more personal,” “Being able to hold them,” and “Not
great with new technology.” They disliked that  “Tradi-
tional images are almost obsolete, everything now is
CD,” “Would like to try device also.”

dISCuSSIon

This paper has described reminiscence, and how ICT
can support the activities of reminiscing using reminis-
cence systems. It has provided a review of related work
in the area of reminiscence systems, including commer-
cial systems. The different types of technology support-
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Table 1
Time spent viewing photographic images (seconds)

Table 2
Attitudes to reminiscing with photographs

Table 3
Attitudes to photographs

Card Device

n %

Frequently reminiscence 10 53

Occasionally reminiscence 3 16

Not much reminiscence 6 32

n %

Yes, I find photos 
moving 

15 79

No, I don’t find 
photos moving

4 21

A B A B

Generic 115 128 83 93

Shared 127 130 91 82

Personal 114 137 87 112
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ing reminiscence work are described from the use of
multimedia and touch screen technology to the growing
importance of user-generated content and Internet-con-
nected systems for reminiscing. 

No significant issues in using devices for reminiscing were
identified, and the study has shown that the participants
had positive expectations of using either cards or devices
for reminiscing. Participants perhaps enjoyed the novelty
of using a device, even though the study sought to offset
this intrinsic haptic reward (the fact that some things feel
good when we touch them) by providing familiarization
sessions for the participants to use the device. 

Participants took longer on average interacting with the
photographs mounted on card than for device-based
photographs. However, perhaps the most important out-
come of this study was that the participants did not re-
ject the device-based reminiscing; the results from the
surveys indicate that they enjoyed using the device.

When designing the study, it was felt that the participants
would relate more strongly to images of their children,
for instance, than to generic or shared experience images
that did not have a personal family member included.
However, a result that was unexpected was that there was
no difference in how the participants viewed the three
types of images (personal, generic and shared experi-
ence). There was also no evidence that participants spent
longer viewing and discussing images that were not per-
sonal as suggested by Astell and colleagues (2010b).

The benefits in developing support for reminiscence
using technology are that such systems offer advan-
tages in ease of use, sharing of photographs and other
media, as well as alleviating the burden of care with
informal or formal caregivers, if appropriate. People
may use devices such as the iPad® to communicate,
play games, and browse images and videos from their
own chair in their homes. The risks in adopting such
technologies are that the essence and richness inher-
ent in such a human activity as reminiscing are lost
in translation, and that older people are expected to
use technology as a proxy for interaction with other
people including family and friends for social visits;
and carergivers, for medication and home care sup-
port.
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VIrTual InformaTIon dISPlay for CognITIVE

rEhabIlITaTIon: ChoICE of SCrEEn SIzE

In VR-based cognitive rehabilitation, there is a particular interest in the subject’s performance in the
virtual tasks in which patients are engaged. This performance is a function of many factors, among
which includes the characteristics of visual information delivered by the virtual system. This study was
designed to examine the impact of the size of the display screen on the performance in a virtual task in
the Virtual Action Planning Supermarket (VAP-S) among patients with brain injury and healthy control
subjects. We designed two configurations – Config L with a large screen and Config S with a small
screen. Results show that participants of both groups made a fewer number of incorrect actions in the
virtual task in the large screen condition. We conclude that, in our study, increasing the size of the
screen improved subjects’ perception of the visual information and consequently, the performance of
the task.

Keywords: Cognitive rehabilitation, Virtual Reality, VAP-S, Field of view, Performance
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InTroduCTIon

After stroke or traumatic brain injury, cognitive rehabil-
itation aims to promote the recovery of autonomy using
training in Activities of Daily Living (ADL). Due to  the
frequent lack of efficient resources to deliver the neces-
sary interventions for patients' rehabilitation, therapists
are interested in functional virtual environments (VE)
(Rizzo, Schultheis, Kerns and Mateer, 2004) that afford
the simulation of instrumental ADL, e.g. shopping in a
virtual supermarket (Klinger, Chemin, Lebreton and
Marié, 2004). The information related to the task has to
be delivered in an appropriate way by the virtual system
in order to allow the patient to perceive it realistically,
and to result in the best conclusions and thus, generate
successful reactions. Given the necessary choice of an
adequate device to display visual information, we are

interested in the impact of the screen size on information
perception and on the performance in completing the
virtual task. Performance can be defined as a set of
recorded data that documents the way in which the sub-
ject performs the task. 

This study is a continuation of previous works that
aimed to compare visual interfaces for better treatment
of cognitive dysfunction with virtual reality systems.
The use of a large screen is often accompanied by the
intuition that such display affords a better presentation
of the information and a stronger feeling of immersion.
However, there is a lack of research that empirically
demonstrates how users benefit from an increase in the
screen size (Ni, Bowman and Chen, 2006a). The phys-
ical field of view (PFOV) has to be considered. PFOV
corresponds to the space seen by both patient's eyes, not
moving and fixed in front of them (Zanglonhi, Avital
and Prigent, 2000). It depends on the screen size and the
distance between the user and the screen.
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STaTE of arT and rESEarCh aImS

Miscellaneous works studied this question with healthy
people, mainly in spatial memory tasks, adopting two ap-
proaches using two different sizes of screens. The first ap-
proach consists in maintaining a constant PFOV by
adjusting the viewing distance to screens with different
sizes. This configuration induces the same FOV regardless
of the size of the screens. The result is that objects are seen
with the same visual angle, and as a result have exactly
the same size on the retina independent of their real size
on the screens (Rodieck, 2003). In this approach, the size
of the information perceived by the user is the same in the
various types of display.

In their study, Patrick et al. studied 48 participants in a spa-
tial recognition task in a VE for which they had to complete
a cognitive task. With a PFOV fixed at 42°, two configura-
tions were implemented, depending on the size of the
screens. In the first one, users were placed at a distance of
0.69 m from a screen of 0.53 m wide. In the second config-
uration, users were placed at a distance of 2.66 m from a
projection screen of 3.35 m wide. The results showed that
participants had a poor comprehension of distances on the
small screen which might be due to the large variation of
the PFOV because of user’s head movements during the ex-
periment  (Patrick, Cosgrove, Slavkovic, Rode, Verrati and
Chiselko, 2000). In their study, Tan et al. designed two ex-
perimental conditions in which users were placed in front
of 0.36 and 1.93 m wide screens of at a distance of 0.64 m
from the small screen and 3.45 m from the large screen. A
PFOV of 52° was adopted. Participants were involved in
two different tasks: – a spatial orientation task in a 3-D com-
plex VE and a reading comprehension task. Results showed
that in the case of egocentric strategies (i.e. the user consid-

ers his point of view as if he is in the environment), the large
screen resulted in the improvement of user’s performance
in spatial orientation tasks. But no difference was found be-
tween the two configurations in the reading comprehension
tasks (Tan, Gergle, Scupelli and Pausch, 2006).

The second approach consists in maintaining the same
viewing distance to two screens with different sizes in
order to increase the PFOV and as as a result, the size of
the objects on the retina. In their study, Ni et al. placed the
user at about 0.61 m from two 0.50 m and 1.20 m wide
screens, inducing a PFOV of 48° with the small screen
and 90° with the large screen. Results showed that increas-
ing the screen size, and thus the PFOV, improves the effi-
ciency in spatial navigation tasks (Ni et al., 2006a).

Through these related studies, we understood the impor-
tance of the choice of the display device in virtual tasks.
In order to design adapted VR-based training conditions
for cognitive rehabilitation, we wish to study this question
in the context of patients with brain injury. The main aim
of this work is to study the impact of the size of the screen
on the performance in a shopping task in the VAP-S (Vir-
tual Action Planning Supermarket) among control subjects
and patients with brain injury.  

mEThod

ParTICIPanT

Fifteen patients after AVC, hemiplegics in the chronic
phase, (5 males and 10 females, mean age= 53±12) and
26 healthy control subjects (15 males and 11 females,
mean age= 32±13) participated in the experiments.

InSTrumEnTaTIon

The VAP-S (Klinger, 2006; Klinger et al, 2004) was de-

Display Size and Cognitive Rehab

Figure 1. Two sizes of screens and constant PFOV
(variable distance). Figure 2. Two sizes of screens and two PFOV 

(constant distance).
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signed to assess and train the ability of patients to plan and
execute the task of purchasing items on a shopping list. Op-
erating the VAP-S includes executing a series of actions,
described as a task, and allows an analysis of the strategic
choices made by clients and thus their capacity to plan, such
as the “test of shopping list” (Martin, 1972). The VAP-S
simulates a fully functional medium-size supermarket with
multiple aisles displaying most of the items that can be
found in a real supermarket. There are also four cashier
check-out counters, a reception desk and a shopping cart.
Some obstacles, like stacks of bottles or cartons, may hinder
the advancement of the shopper along the aisles. In addition,
virtual humans are included in the supermarket such as a
fishmonger, a butcher, check-out cashier and some cos-
tumers. While sitting in front of a PC monitor, the partici-
pant enters the supermarket situated behind a cart as if he is
pushing it, and moves around freely pressing the keyboard
arrows. He is able to select items by pressing the left mouse
button. The test of the task is to purchase seven items from
a clearly defined list of products, to then proceed to the
cashier’s desk and to pay for them. Many variables can be
calculated from the recorded data such as the total distance
traversed by the patient, the total task time, the number of
correct actions (e.g., selecting the correct product) and the
number of incorrect actions (e.g., selecting a wrong product
or selecting the same product several times). Performance
in the task is calculated by the set of recorded data which
include distance, time, correct actions and incorrect actions.

Studies showed the efficiency of the VAP-S can be used
as a tool of cognitive evaluation for various populations
such as patients suffering from Parkinson disease (Klinger,
Chemin, Lebreton and Marié, 2006), mild cognitive im-
pairment (Werner, Rabinowitz, Klinger, Korczyn and Jos-
man, 2009), and schizophrenia (Josman, Schenirderman,
Klinger and Shevil, 2009). 

ExPErImEnTal CondITIonS

Our objective was to design two experimental conditions,

one with a large screen (Config L) and the other one with
a small screen (Config S). In order to define the two con-
figurations, we referred to the knowledge on human FOV
(Zanglonhi et al, 2000) as well as on the VR-based studies
that explored the relation between size of screen and the
performance in VEs (Ni et al, 2006a; Ni, Schmidt, Staadt,
Livingston, Ball and May, 2006b; Patrick et al, 2000; Tan
et al, 2006; Tyndiuk, Thomas, Lespinet-Najib and Schlick,
2005). We chose a pragmatic approach considering the
means available in the Bordeaux CHU and the Kerpape
Reeducation Center. Therefore, we used a video-projec-
tion on a classic wall screen. We found a limitation in in-
creasing the PFOV because the distance between the user
and the screen had to still be sufficient in order to preserve
an easy way for the patient to explore the space. In fact,
the frequent head movements may be difficult for some
patients. For the comfort of the patients we chose a 0.4 m
wide screen for the small screen resulting in a PFOV of
45°. The large screen was 2 m wide resulting in a PFOV
of 70°.

ProCEdurE

All subjects carried out a familiarization session in which
they had to buy three items evenly distributed throughout
the VAP-S. Then they were engaged in an assessment ses-
sion in which they had to purchase seven items from a
clearly defined list of products without any time con-
straint. Each subject carried out the assessment session
twice within a one week period, once in “config S” and
once in “config L” (“S then L” or “L then S”). The eight
variables used to describe the performance are the total
distance traversed by the patient (DP), the total task time
(T), the number of purchased items (NbA), the number of
correct actions (BA), the number of incorrect actions
(MA), the number of pauses (NbP), the duration of pauses
(TP) and the time used to pay (Tp).

ChoICE of STaTISTIC TESTS

Descriptive data analysis (means, standard deviations,
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Figure 3. The Virtual Action Planning Supermarket (Klinger, 2006; Klinger et al, 2004).



              

  
 

 

 

 

 

 

 

 

 

 

 

          

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 
Config S Config L 

 

Patients Patients Patients Patients P* 

N= 12 
Extended 

value 
N= 12 Extended value 

 

Patients 

(8 F, 4 M)  (8 F, 4 M)   

Age 50 ±12 [23 ; 67] 50 ±12 [23 ; 67] - 

NbA 7 [7 ; 7] 7 [7 ; 7] - 

BA 11,4 ±1,4 [7 ; 12] 11,7 ±0,8 [9 ; 12] 0,104 

MA 26 ±14 [9 ; 52] 16 ±16 [5 ; 59] 0,004 

DP (m) 336,4 ±175 ,4 [131 ; 629] 324,4 ±120,6 [189 ; 573] 0,796 

T (min) 19,1 ±9,6 [7,3 ; 33] 17,5 ±6,8 [9 ; 33,9] 0,534 

NbP 44,9 ±22 [14 ; 78] 37,1 ±19 [12 ; 79] 0,222 

TP (min) 10,6 ±6,6 [3 ; 22,9] 9,3 ±5,6 [3,7 ; 25,5] 0,409 
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Table 1
Experimental conditions : Config S (small screen= 0.4

m, PFOV= 45°)and Config L (large screen= 2 m,

PFOV= 70°)

Table 2
Performance comparison between Config L and Con-

fig S in patients with brain injury 

* Bilateral signification: p<0.05 ⇒ significant result   

ranges)was used to describe the population and the main
variables representing performance. For each group (pa-
tients and controls), we compared the performances in
the two conditions (Config S and Config L) using a T
test for paired samples (Kinnear and Gray, 2005). In each
group, we also compared performance according to gen-
der using the Mann-Whitney test as a non-parametric test
since the number of participants in the experiment was
less than 30.

rESulTS

During the experiments, three out of 15 patients were un-
able to finish the purchasing task in the VAP-S, so we
did not take these participants into account in the data
analysis. Twelve patients (8 F, 4 M, mean age = 50±12)
and 26 controls (11 F, 15 M, mean age = 32±13) per-
formed the task in the two conditions – Config S and
Config L.

Table 2 and Table 3 present a comparison between the per-
formances in both conditions for patients and controls. The
results do not show significant differences between Config
L and Config S except for the number of incorrect actions
(Controls: MA = 2.8±3.5 in Config L and MA = 7.7±4.5
in Config S, Patients: MA = 16±16 in Config L and MA =
26±14 in Config S). That means that patients with brain
injury, as well as healthy controls, make a higher number
of incorrect actions in the small screen configuration than
in the large screen configuration. These results were main-
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tained when we compared the performance according to
gender (see Table 4, Table 5, Table 6 and Table 7).

For each group of participants, we also compared males
and females in both conditions (see Table 8 and Table 9).
Although these comparisons do not show significant dif-

ferences in performance between males and females in
both groups, male patients present an advantage in per-
formance in both configurations. More data should be col-
lected to confirm the results; the difference may be due to
the fewer number of male patients compared to the num-
ber of female patients.

              

 

 

 

 

 

 

 

 

          

 

 
Config S Config L 

 

Controls Controls Controls Controls P* 

N= 26 
Extended 

value 
N= 26 Extended value 

 

Controls 

(11 F, 15 M)  (11 F, 15 M)   

Age 32 ±13 [22 ; 64] 32 ±13 [22 ; 64] - 

NbA 7 [7 ; 7] 7 [7 ; 7] - 

BA 12 [12 ; 12] 12 [12 ; 12] - 

MA 7,7 ±4,5 [2 ; 19] 2,8 ±3,5 [0 ; 17] 0,000 

DP (m) 182 ±41,9 

[129,2; 

295,5] 183 ±51,4 [128 ; 347,2] 0,838 

T (min) 6 ±1,8 [3,8 ; 10,3] 6,2 ±2,4 [4 ; 11,8] 0,417 

NbP 13,3 ±5,1 [5 ; 23] 13,8 ±6,5 [4 ; 30] 0,632 

TP (min) 2,2 ±0,9 [1 ; 5] 2,4 ±1,3 [1 ; 6] 0,181 

Table 3
Performance comparison between Config L and Config S in control healthy subjects

* Bilateral signification: p<0.05 ⇒ significant result    

              

 

 

 

 

 

 

          

 

 
Config S Config L 

 

Controls  

females 
 

Controls 

females 
 

P* 

N= 11 
Extended 

value 

N= 11 
Extended value 

 

Controls 

females  

     

Age 33 ±12 [22 ; 59] 33 ± 12 [22 ; 59] - 

NbA 7 [7 ; 7] 7 [7 ; 7] - 

BA 12 [12 ; 12] 12 [12 ; 12] - 

MA 8,2 ± 4,8 [3 ; 19] 2,5 ± 2,3 [0 ; 8] 0,001 

DP (m) 169,8  ± 38,5 [129,2 ; 251] 172,5 ± 38 [128 ; 235,7] 0,734 

T (min) 5,9  ± 1,8 [3,8 ; 10,3] 6,3 ± 2,4 [4 ; 11,1] 0,299 

NbP 14 ± 5 [5 ; 22] 14,6  ±  7,6 [8 ; 30] 0,763 

TP (min) 2,2  ± 0,8 [1 ; 4] 2,6  ± 1,4 [1 ; 6] 0,375 

Table 4
Performance comparison between Config L and Config S in control healthy subjects

* Bilateral signification: p<0.05 ⇒ significant result   
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Config S Config L 

 

Controls  

males 
 

Controls  

males 
 

P* 

N= 15 
Extended 

value 
N= 15 Extended value 

 

Controls 

males  

     

Age 31 ± 13 [22 ; 64] 31 ± 13 [22 ; 64] - 

NbA 7 [7 ; 7] 7 [7 ; 7] - 

BA 12 [12 ; 12] 12 [12 ; 12] - 

MA 7,2 ± 4,3 [2 ; 19] 2,9 ± 4,2 [0 ; 17] 0,000 

DP (m) 190,9 ± 43,2 

[140,9 ; 

295,5] 190,7 ± 59,5 [129,5 ; 347,2] 0,980 

T (min) 6,1 ± 1,8 [4,3 ; 10,2] 6,1 ± 2,4 [4,2 ; 11,8] 0,886 

NbP 12,9 ± 5,2 [6 ; 23] 13,3 ± 5,9 [4 ; 27] 0,705 

TP (min) 2,2 ± 0 ,9 [1 ; 5] 2,4 ± 1,2 [1 ; 5] 0,317 

Table 5
Performance comparison between Config L and Config S in Controls males group 

* Bilateral signification: p<0.05 ⇒ significant result   

 

               

 

 
 

 

 

 

 

          
 

 
Config S Config L 

 

Patients 

females 
 

Patients 

females 
 

P* 

N= 8 
Extended 

value 
N= 8 Extended value 

 

Patients 

females 

     

Age 50 ± 15 [23 ; 67] 50 ± 15 [23 ; 67] - 

NbA 7 [7 ; 7] 7 [7 ; 7] - 

BA 11,1 ± 1,7 [7 ; 12] 11,6 ± 1 [9 ; 12] 0,104 

MA 26 ± 12,2 [14 ; 51] 16 ± 18,2 [5 ; 59] 0,015 

DP (m) 386,9 ± 172,7 [154 ; 629] 355,4 ± 128,8 [219 ; 573] 0,542 

T (min) 21,6 ± 8,9 [7,8 ; 33] 19,2 ± 7,9 [9 ; 33,9] 0,362 

NbP 49,5 ± 18,7 [17 ; 78] 40,3 ± 22,4 [12 ; 79] 0,156 

TP (min) 12,2 ± 6,5 [3 ; 22,9] 10,3 ± 6,6 [3,7 ; 25,5] 0,260 

Table 6
Performance comparison between Config L and Config S in patients’ females group 

* Bilateral signification: p<0.05 ⇒ significant result   
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Config S Config L 

 

Patients males  Patients males  P* 

N= 4 
Extended 

value 
N= 4 Extended value 

 

Patients 

males 

     

Age 52 ± 1 [51 ; 53] 52 ± 1 [51 ; 53] - 

NbA 7 [7 ; 7] 7 [7 ; 7] - 

BA 12 [12 ; 12] 12 [12 ; 12] - 

MA 25 ± 19,4 [9 ; 52] 17,2  ± 13 ,5 [5 ; 30] 0,226 

DP (m) 235,5  ± 151,4 [131 ; 457] 262,5  ± 83,6 [189 ; 364] 0,810 

T (min) 14 ± 10 [7,3 ; 29] 14,3 ± 1,6 [12,3 ; 16,2] 0,968 

NbP 35,7 ± 28,1 [14 ; 77] 30,7 ± 8,4 [24 ;43] 0,767 

TP (min) 7,4 ± 6,4 [12,3 ; 16,2] 7,3 ± 1,9 [5,3 ; 9,7] 0,985 

Table 7
Performance comparison between Config L and Config S in patients’ males group 

* Bilateral signification: p<0.05 ⇒ significant result   
 

              

    
 

 

 

 

 

 

 

 

          

 

Config S 

 

 

Config L 

 

   

Controles 

(15M, 11F) 

Males Females P* Males Females P* 

Age 31 ± 13 33 ± 12 0.631 31 ± 13 33 ± 12 0.145 

NbA 7 7 - 7 7 - 

BA 12 12 - 12 12 - 

MA 7,2 ± 4,3 8,2 ± 4,8 0,620 2,9 ± 4,2 2,5 ± 2,3 0,751 

DP (m) 190,9 ± 43,2 169,8 ± 38,5 0,126 190,7 ± 59,5 172,5 ± 38 0,484 

T (min) 6,1 ± 1,8 5,9 ± 1,8 0,678 6,1 ± 2,4 6,3 ± 2,4 0,687 

NbP 12,9 ± 5,2 14 ± 5 0,450 13,3 ± 5,9 14,6 ± 7,6 0,855 

TP (min) 2,2 ± 0 ,9 2,2 ± 0,8 0,500 2,4 ± 1,2 2,6 ± 1,4 0,938 

Table 8
Performance comparison between males and females in controls’ group in Config L and Config S  

* Bilateral signification: p<0.05 ⇒ significant result   
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dISCuSSIon

In the VAP-S, we used eight variables to describe the par-
ticipant performance in the purchasing task. For each
group, the results of the statistical analyses highlighted a
significant decrease in the number of incorrect actions
(MA) in the large screen condition. We can infer that vir-
tual objects in the VAP-S are more visible when they are
presented on a large screen. In both groups, for males as
well as for females, we can conclude that the perception
of the visual information delivered by the virtual system
is better in the large screen condition. This leads partici-
pants to improve their behavior and interaction during the
task, and consequently, to improve their performance. Fur-
thermore, the stimuli, which are source of information, can
also be a source of confusion and slow down participants
if they are delivered in a large quantity. So, the improve-
ment of performance is also explained by a fewer number
of stimuli seen simultaneously when the size of the screen
is increased. In addition, we expected participants to stop
more frequently in the large screen condition in order to
move their head to explore the large FOV. In fact, the
number of stops was larger in the small screen condition,
even if the difference was not significant. This can also be
explained by the better perception of information in the
large screen condition, inducing less necessity of frequent
stops. Inter-subjects comparison showed significant dif-
ferences between healthy controls and patients with brain
injury in all measured variables. These results were not

presented in this paper because of the large difference in
ages between both groups of subjects. 

ConCluSIon

Thanks to this original work carried out with healthy controls
and patients with brain injury, we showed that using a large
screen in a virtual task can improve participants’ perform-
ance by reducing the number of incorrect actions. We also
found that subjects have a better perception of the visual in-
formation delivered by a virtual system in the large screen
condition, leading to a positive impact on their performance
in the task. According to our results, we recommend the use
of large screens in VR-based cognitive rehabilitation of pa-
tients with brain injury. We also recommend assuring the
participant is presented with a comfortable physical field of
view (e.g., 70°) in order to avoid frequent head movements
which may be difficult for some patients with brain injury.
Then, we believe that the outcome of this work can be used
in VR-based therapy, as well as in VR-based applications
for healthy people such as virtual environments for training
and virtual simulators like driving simulators.

Although our results indicate that a large screen can im-
prove subjects’ performance in a virtual task, additional re-
search is clearly needed to document its usefulness and
delineate the limitations of increasing the size of the screen.
To extend this work, we would like to explore in more de-
tail the comparisons between the small screen and the large

Display Size and Cognitive Rehab
  

              

   

 

 

 

 

 

          
!

 

Config S 

 

 

Config L 

 

   

Patients 

(4M, 8F) 

Males Females P* Males Females P* 

Age 52 ± 1 50 ± 15 0,02 52 ± 1 50 ± 15 0,02 

NbA 7 7 - 7 7 - 

BA 12 11,1±1,7 0,280 12 11,6±1 0,480 

MA 25 ± 19,4 26 ± 12,2 0,610 17,2 ± 13 ,5 16 ± 18,2 0,864 

DP (m) 235,5 ± 151,4 386,9 ± 172,7 0,174 262,5 ± 83,6 355,4 ± 128,8 0,089 

T (min) 14 ± 10 21,6 ± 8,9 0,174 14,3 ± 1,6 19,2 ± 7,9 0,234 

NbP 35,7 ± 28,1 49,5 ± 18,7 0,234 30,7 ± 8,4 40,3 ± 22,4 0,497 

TP (min) 7,4 ± 6,4 12,2 ± 6,5 0,234 7,3 ± 1,9 10,3 ± 6,6 0,396 

Table 9
Performance comparison between males and females in patients’ group in Config L and Config S

* Bilateral signification: p<0.05 ⇒ significant result   



JCR

81

screen with different software field of view (SFOV), which
corresponds to the visual angle in the virtual environment.
This parameter is often ether confused with the PFOV or
not taken in account in most of the studies.

Finally, the outcome of this work will be taken into ac-
count in experiments in current VR-based therapy projects

we are carrying out in close collaboration with clinical and
industrial partners. 
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CognITIVE EngInEErIng of a mIlITary 

mulTI-modal mEmory rESTruCTurIng SySTEm 

Willem-Paul Brinkman1, Eric Vermetten2, 3, Matthew van den Steen1, and Mark A. Neerincx1, 4

Several methods have been proposed to treat combat veterans with Posttraumatic Stress Disorder
(PTSD). Still, a recent review reports on high drop-out and non response rates. This has motivated work
in the design of a software application to support and increase the appeal of traditional face-to-face
trauma-focused psychotherapy. The research followed a situated cognitive engineering approach, which
included a domain analysis, scenarios and claims analysis based on experts reviews (N=10), user eval-
uations, and a case study. This resulted in the identification of nine core application functions: (1) pro-
vide a flexible way of storytelling, (2) provide a structured way of storytelling, (3) prevent losing track
of changed and added events, (4) ensure patient trust, (5) ensure usage for therapists with different
backgrounds, (6) ensuring awareness of treatment, (7) provide a personal approach, (8) prevent unex-
pected exposure to emotional material, (9) and ensure an appealing and motivating approach throughout
the therapy. These functions formed the basis for the design of a military multi-modal memory restruc-
turing (Military - 3MR) system, which focuses on restructuring and relearning of past events. The sys-
tem allows the patient and therapist to visualize past events using personal photos, narrative text, online
geographical maps, webcam snapshots, and patient created 3-D virtual worlds. Results of the usability
evaluation (N=18) suggest key design features, such as the time line, content management, and the 3-
D world editor, meet an acceptable perceived usability level. Results of a storytelling experiment
(N=18) between telling an autobiographical story with or without the Military-3MR system found that
with the system, time referencing and event description were more precise, and a smaller time period
in the story was covered. In the case study, the veteran suffering from combat-related PTSD was pleased
with the system and felt encouraged talking about past events.  

Keywords: PTSD, Trauma-focused Psychotherapy, Memory, Multimedia, Cognitive Engineering

InTroduCTIon

Warriors that served in combat or peacekeeping opera-
tions have often witnessed or experienced traumatic
events, such as attacks, serious personal injuries, and the
death of comrades or civilians, including children. On
their return from deployment these warriors can suffer
from Posttraumatic Stress Disorder (PTSD). For exam-
ple, a survey (Hoge, et al., 2004) among members of
four U.S. combat infantry units found that between 12-
20% of them reported PTSD symptoms a few months

after their duty in Iraq or Afghanistan. Similarly, in an-
other survey (Milliken, Auchterlonie, & Hoge, 2007)
among U.S. Iraq war veterans 17-25% exhibited PTSD
symptoms three to six months after their return. Several
methods have been proposed to treat patients with PTSD
ranging from pharmacological approaches to Cognitive-
Behavioral Treatments (CBT), with exposure therapy
currently considered the first-line treatment for PTSD
(Cukor, Spitalnick, Difede, Rizzo, & Rothbaum, 2009).
Still, a recent review (Schottenbauer, Glass, Arnkoff,
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Tendick, & Gray, 2008) of 55 studies on empirically
supported treatments for PTSD reported that drop-out
rates and non response to the treatment are often high.
While dropout rates ranged widely from 0-54%, a 50%
non response rate was not uncommon to find. This has
motivated the work reported here in the design of a mil-
itary multi-modal memory restructuring (Military -
3MR) system, a software application to support and in-
crease the appeal of traditional face-to-face therapy. The
application especially focuses on helping the patient to
restructure and relearn memories relating to events of
their past deployment. 

One of the symptoms of PTSD as indicated by DSM-
IV-TR is the inability to recall an important aspect of
the trauma. For example, Clark and Beck (2010) dis-
cussed the case of Edward, a 42-year-old man with 20
years of distinguished service in Canadian infantry who,
after several deployments, was diagnosed with PTSD.
Some of this time included traumatic events, especially
during the experience of his 6-month United Nation
peacekeeping Rwanda tour in 1994. One of these trau-
matic events that Edward experienced was the apparent
murder of a 5-year-old orphaned girl and her friends by
soldiers of the Rwandan Patriotic Army (RPA). Ed-
ward’s beliefs were based on his last visit to the orphan-
age, when the children were no longer there. Instead, a
RPA soldier was there, smiling and gesturing by sliding
his hand across this throat. However, when they studied
his recollection in depth, they noticed inconsistencies
regarding other information such as: (1) there was no
indication from the caretaking nuns that the children had
been taken away and murdered, and (2) the incident
would have taken place after the genocide had stopped
when many children returned to their village. Reports
on perceptual and memory distortion of high stress
events, sometimes referred to as critical incident amne-
sia (Grossman & Siddle, 2001), are not uncommon. For
example, a study of police officers involved in shooting
incidents (Artwohl, 2002) reports the case of an officer
that saw a suspect suddenly point a gun at his partner.
As the officer shot the suspect, he saw his partner go
down in a spray of blood. When the officer ran over to
help his partner, he found him standing unharmed. In
fact, the suspect never fired a shot. Critical incident de-
briefings have been suggested (Grossman & Chris-
tensen, 2008) as a vital method to reconstruct the events,
learn from it, and help those involved to come to terms
with it. As everyone involved is brought together, po-
tential memory loss, memory distortion, irrational guilt,

etc., can be addressed. The absence of such a debriefing
can have a large impact on someone’s life. For example,
Grossman and Christensen discuss the case of Tim, a
Vietnam veteran who, for over 20 years, never told any-
one about an event in which he thought he had aban-
doned his man at an observation point when it was
overran by North Vietnamese soldiers. Only after telling
his story with pain and tears in his eyes to a group of
West Point psychology students, Grossman explained to
him that with his actions he had actually saved every
man in his company, by ordering his man at the obser-
vation point to open fire and afterwards running back to
the company’s defensive position on a hilltop. Tim had
never realized this. An important element of cognitive
therapy for PTSD is therefore directed toward evaluat-
ing and restructuring the traumatic memory (Clark &
Beck, 2010). 

As is pointed out in the “collaborative cycles for the de-
sign and evaluation of technology for mental health in-
terventions” (Coyle, Doherty, Matthews, & Sharry,
2007), research into the design of technology of talk-
based mental health intervention often follows a two
stage approach. Where stage one focuses on design and
development of the technology, the second stage focuses
on clinical evaluation. The work reported here should
be seen as part of this first stage. In this stage, because
of ethical constraints, access to patients is often limited,
and the focus of this stage is to evaluate and establish
confidence about the usability of the technology for the
target end users group. Furthermore, to design a soft-
ware application to support therapies for combat-related
PTSD, the situated cognitive engineering (Neerincx &
Lindenberg, 2008) approach was applied. Instead of
working from a pre-set of requirements, this approach
recognizes the complexity and situational dependence
of a working domain, and the need for exploration of
technological innovations to establish a set of testable
claims that can drive a design solution. The work went
through several iterations where the requirements base-
line was continuously refined as new insights were ac-
quired through prototype evaluations and reviews with
therapists. The first iteration of this approach was to do
a thorough domain analysis. This was done in multidis-
ciplinary meetings with cognitive engineers and a psy-
chiatrist experienced in treating veterans suffering from
combat-related PTSD, which eventually led to the es-
tablishment of an inventory of human factor knowledge,
operational demands, and envisioned technology. This
knowledge was used to create several scenarios and pro-

84 The Military - 3MR System
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totypes. PTSD experts reviewed these scenarios and dis-
cussed various possibilities and limitations. In addition,
cognitive engineering experts reviewed the prototypes
on their usability. In a following iteration, the system
was empirically tested with users on its usability and its
ability to support storytelling. The actual use of the sys-
tem was eventually studied in a small case study with a
veteran suffering from a combat-related PTSD. The
paper gives an account of all these iterations, and con-
cludes with summarizing the contributions made by this
study and discussing directions for future work.

domaIn analySIS

Designing a useful mental health care system requires a
multidisciplinary approach (Coyle, et al., 2007). Besides
studying the literature, an important element of the do-
main analysis, therefore, were several follow-up brain-
storming sessions between cognitive engineers and a
military psychiatrist. An important patient characteristic
which was found in this analysis and which would later
play an important role in the design and implementation
of the system was the availability of personal material.
Many of the patients who were treated at the medical
center kept personal photos, pictures and various docu-
ments related to their past dispatches at their homes. Al-
though this material may not directly be related to a
problematic stressor, it could still contain information
necessary for the treatment or it could be used for reap-
praising the past dispatch as a whole.  

oPEraTIonal dEmandS

Several operational demands were identified as relevant
for the design of the system. First, the patient’s memories
play an important role in addressing fears and stressors. A
system should therefore support the therapist and patient
in organizing various memory elements. Patients exposed
to their memories of past events will remember more facts
and details of the traumatic stressors (Foa & Kozak, 1986).
Biographic material could be useful in accessing these
memories. However, patients might not be in possession
of this material; therefore, a system should also offer other
facilities to support recollection. Second, there seem to be
remarkable differences in the selected treatments between
therapists and between patients. Some treatments only
focus on imagery-based treatment, while others focus on
cognitive reappraisal or restructuring. While a single sys-
tem might not support all these different types, a system
that would have features that could support various treat-
ment methods would be more attractive for more therapists
than those that only support one single method. Third, the

setting of a session can vary from individual homework or
individual face-to-face sessions with a therapist, to a group
session with other patients. Next, patients in a group ses-
sion do not necessarily have to have participated in the
same deployment. Managing these different experiences
in a group can be difficult. Currently, a flap-over was used
in the therapy, but not so often. After a session the drawings
would be lost and rarely mentioned again. Fourth, patients
that better understand their treatment are less likely to ter-
minate their treatment (Clark & Beck, 2010). Therefore,
psycho-educational features in the system could make the
progress in a treatment program more insightful. 

human faCTorS knoWlEdgE

Although research on mental health systems often focuses
on the patient issues such as efficacy and acceptability, the
therapist’s point of view also requires considerable atten-
tion addressing human factor issues as workload and us-
ability (Brinkman, van der Mast, Sandino, Gunawan, &
Emmelkamp, 2010) and the interaction between the pa-
tient, the therapist and the system (Wrzesien, Burkhardt,
Alcañiz Raya, Botella, & Bretón López, 2010). As part of
the domain analysis a People, Activity, Context, and Tech-
nology (PACT) analysis (Benyon, Turner, & Turner, 2005)
was conducted that identified the following three main
human factors: trust, emotion, and cognitive task load. As
traumatic events might involve moral judgement or have
legal consequences for those involved, treatment has to be
set in an environment patients can trust. Because of the
perception of stigma still associated with receiving mental
health services among soldiers (Hoge, et al., 2004), patient
privacy is an important issue, especially when considering
using autobiographical material of the patients. If data is
stored, patients should be aware that data is handled cor-
rectly. A technology solution should not endanger the pa-
tient-therapist relationship as this is a key factor of therapy
(Rizzo & Kim, 2005). Trust also involves the reliability
and confidence with which therapists use a system. As was
reported (Brinkman, et al., 2010) in the case with a system
to treat people with a fear of flying, therapists were less
confident using a system if they fear that it would crash
during a session and shatter patients’ trust in their ability
to control a situation. 

Emotion was also identified as an important human factor
as the autobiographical material could trigger memories
of traumatic events. As these can be very upsetting for
patients, unintended exposure should be avoided. Addi-
tionally, in a group session, some patients do not like to
be stared at during exposure and others might feel un-
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comfortable looking at the person in a distressing state.
Finally, additional cognitive tasks the system placed upon
the therapist and patient should be limited. High task load
can potentially hinder treatment; it would divert the ther-
apist’s attention away from the patient and the treatment.
For the patients, it would divert their attention away from
their memory exposure and restructuring activities.

EnVISIonEd TEChnology

Considering the work and the success of others on vir-
tual reality (VR) exposure therapy systems, such as vir-
tual Vietnam environment (Rothbaum, 2006), Virtual
Iraq environment (Pair, et al., 2006), Bus world (Jos-
man, et al., 2006), World Trade Center environment
(Difede, Cukor, Jayasinghe, & Hoffman, 2006) and the
clinical results (Wood, Wiederhold, & Spira, 2010), the
project initially set out to develop a virtual environment
tailored for the Dutch combat and peacekeeping opera-
tions. However, when exploring various 3-D develop-
ment environments in the first multidisciplinary
meeting, it was realized that the very act of creating such
a world by a patient might already be part of the treat-
ment, as it might be a visual way of storytelling. For the
treatment of PTSD the latter has been regarded as a
helpful strategy to modify memories of past traumatic
experiences, for example, in expressive writing (Clark
& Beck, 2010), in creative therapies (Johnson, Lahad,
& Gray, 2009) or Narrative Exposure Therapy (NET)
(Bichescu, Neuner, Schauer, & Elbert, 2007). In NET
the generally fragmented, gap-filled reports of the
events are transformed into a coherent narrative. This
can cause the habituation to emotional responses to re-
minders of these traumatic events. The memories are in-
cluded in the patient’s biography in a narrative form,
facilitating the reorganization of the autobiographical
memory and attribution of meaning. Therefore, the first
idea was to solely create a 3-D virtual world editor, al-
lowing the patients themselves to select 3-D objects,
such as houses, tanks and other vehicles, and place them
on an empty template. To support the group process, a
projector would display the computer screen on the wall.
This way a patient could explain to other group mem-
bers what the situation looked like, what they experi-
enced, and in which order specific events had occurred.
In following multidisciplinary meetings where the first
scenarios were discussed the idea evolved into an even
more personalized support environment, allowing pa-
tients to use multi-media modalities by using, besides
the 3-D world, their own pictures, and consequently, the
need to structure media elements on a timeline to sup-

port storytelling of past experiences. The 3-D world ed-
itor initially remained the main storytelling feature.

SCEnarIoS and ClaImS

Scenario-based design (Carroll, 2000) emphasizes ex-
ploring the use of a system before it has actually been
developed and this method has been successfully used
in establishing design requirements for other mental
health systems (Paping, Brinkman, & van der Mast,
2010). Therefore, a set of user scenarios was created to
describe and discuss possible situations in which the en-
visioned application was presented. The gathered knowl-
edge was later used to establish a preliminary
requirements baseline. By creating these scenarios sev-
eral assumptions had to be made explicit. The assump-
tions were linked to possible effects on the involved
actors and were therefore important to analyze. A claims
analysis was done with experts to reflect on possible ef-
fects as either advantages or disadvantages, and to estab-
lish a more elaborate understanding of the claims and
assumptions without already verifying them empirically.

uSE SCEnarIoS

The scenarios described three possible situations in a ther-
apeutic setting in which the system could be used: (1) the
general use of the system showing all the major features
of the application, (2) the use of the 3-D editor as a feature
of the system, and (3) modifying or extending data related
to an event discussed in a previous session. To explain
these scenarios better, they were transformed into three
separate movie clips showing actors using a preliminary
low-fidelity prototype of the envisioned application.

SCEnARIo A: StARt of A SESSIon And GEnERAL USE of

thE APPLICAtIon

Scenario A showed general uses of the application and
introduced the idea of personalization, a timeline, and a
progress bar. This scenario started with two therapists
preparing the group session (Figure 1a). The therapists
had different roles during the session; one led the session
and interacted with the patient, while the other operated
the system. The session started with focusing on one pa-
tient and his experience (Figure 1c). The therapist asked
the patient to place the pictures he had brought on the
timeline and explain what could be seen on the pictures.
Two main claims examined in this scenario were that (1)
adding personal photographs and text was sufficient
enough for a patient to restructure and relearn past de-
ployment events; and (2) the usage of the timeline would
help the patient to organize various memory elements.

The Military - 3MR System
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SCEnARIo B: USInG thE 3-d EdItoR

Scenario B described how a patient used a simple version
of the Armed Assault 1 editor to recreate an event in the 3-
D environment (Figure 2.b). The scenario showed that both
group members and the therapist could interrupt the patient
when recreating the event, asking him questions or giving
their view on his story and the situation (Figure 2.c). The
main claims examined here were that a patient could create
such a world, and that editing work can be paused, and a
patient can talk, or be calmed down by a therapist. 

SCEnARIo C: REtURnInG to A PREVIoUSLy EdItEd dAy

The last scenario showed that a patient could continue to
work on their story in follow up sessions (Figure 3). It
also showed that patients could go back to what they dis-
cussed in previous sessions and add additional details.
In the scenario the patient reveals that before the fire
fight he had not told his colleague, who was shot, that he
had seen someone behind the structure. In the previous
session the patient had said that they did not know where
the shooting was coming from. 

Brinkman et al.

figure 1. Stills of the scenario describing the general use of the application.

figure 2. Stills of the scenario describing the 3-d editor.

figure 3. Stills of the scenario describing the modification of a previously discussed day.

(a) Two therapists: one fo-
cuses solely on the patient,

the other on the technical as-
pects of the application

(a) “Let’s now go to the fifth of Oc-
tober. I read there were some fire-
fights that day. Can you show me

what happened exactly and what the
area looked like?”

(d) “All right, what do you
still remember of that spe-

cific day?”

(c) “Can you label the pic-
tures by putting them on the

timeline?”

(b) Patient Guntur starts adding
buildings and other structures, while

telling what he had seen that day

(c) “And you were standing here.
Right Ingmar?”

(a) “It has been a week since we last
met, let us continue by going to the

20th of October”

(b) “Uhmm, yeah, we can continue
but I’d like to go back to the day we

edited last time...”

(c) “I was worried and actually
couldn’t sleep last week because I

didn’t tell you all the details.”

(b) Group session
starts and the pa-
tients enter the

room
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uSE SCEnarIoS EValuaTIon

The three scenarios were used in individual expert reviews
with 10 experts, which included therapists working with
soldiers, war veterans, and civilians with war traumas, as
well academics specialized in the treatment of traumatic
memory, PTSD and grief. Six were non-Dutch experts,
coming from Croatia, the UK, the US, and Poland, attend-
ing the NATO Advanced Research Workshop entitled
“Wounds of War: Coping with Posttraumatic Stress in Re-
turning Troops” that was held in October 2009 in Austria.
The experts used several approaches such psycho-dynam-
ics, imaginary exposure, cognitive behavior therapy and
VR exposure. Some worked often in group settings, while
others treated patients in one-on-one sessions. During the
reviews, each expert was shown the video of the scenario,
and asked to comment on the underlying claims to start
the discussion.   

The overall feedback from the experts was positive and
the general idea underlying the envisioned approach was
supported. The acquired comments were mainly related
to features which could improve the system, including ad-
ditional options to facilitate memory content, such as
adding maps and photos of drawings. Other suggestions,
which also resulted in refinements to the requirements
baseline, were (1) the possibilities to personalize the ap-
plication for an individual patient, (2) the use of keywords
to tag or summarize a specific day and (3) methods to
manage and store data and session information. Although
not presented in the scenario, the latter suggestion came
up multiple times during the reviews. Some mention that
soldiers might not seek treatment because of the fear of
stigmatization and the potential consequences. Not all ex-
perts supported the use of the 3-D editor, especially ex-
perts with a background in psychodynamic and group
therapy without exposure. Comments were also made on
the set up of the room. In the scenarios the therapist was
placed slightly behind the patients. Instead, some sug-
gested the therapist should be positioned to see the face of
the patients and other non-verbal signals. Next, as only the
patient that is working with the system needs a table, other
group members only need a chair, which should be situ-
ated in the shape of a circle or the letter “U,” creating the
feeling of a “safe zone.”

dESIgn

The results of the domain analysis and scenario-based
evaluation led to a list of nine core functions of the Mili-
tary-3MR system, which formed the requirement baseline
for the design and implementation of the system. The de-

sign and the evaluation process, reported later, also con-
tributed to the final list shown in Table 1. An iterative ap-
proach was followed for the design of the system. Several
prototypes were made and reviewed in the meetings of the
multidisciplinary team. The storyboard, shown in Figure
4, gives an overview of specific features of the final sys-
tem and how they are used. The actual system was imple-
mented using two development packages: (1) Adobe
Integrated Runtime (AIR) for the main application, and
(2) Vizard for the 3-D world editor feature. 

Since ensuring patient trust was identified as a core func-
tion, the system supported three types of installations set
up: (1) full USB-stick installation, (2) full therapist com-
puter installation, and (3) photo separation installation. In
the first installation the software application is installed
on a USB stick (or another external memory device), and
a folder is created on the USB stick where photos can
saved prior to a session. During the session, the application
is run from the USB stick and internal files such as text
elements and snapshots of maps are also stored on the
USB stick. After the session, the USB stick can again be
taken out of the computer. The USB stick could be locked
up in a safe place or given to the patient. If the therapist
thinks it is appropriate, the patient can also be given a
homework assignment involving working on the timeline
at home in preparation of the next session. The full thera-
pist computer installation, on the other hand, ensures that
the application is only used in the session with the thera-
pist as the application and autobiographical material is
stored on the computer of the therapist. A folder has to be
created on the therapist’s computer to copy the photos
brought by the patient. An alternative would be to install
everything on the patients’ laptop on which their autobio-
graphical material is stored. In this way, patients are in
complete control of the access to their material which
might enhance their trust. The last installation type is a
combination of the previous two. The application is in-
stalled on the therapist’s computer, but the photo material
is kept in a folder on a USB stick belonging to the patient.
Only when the USB stick is plugged into the therapist’s
computer will the photos be accessible for the application.
This installation does not allow for the patient to complete
unsupervised work on their timeline, but gives the patient
assurance that they are still in control of their own photo-
graphic material.

TImElInE

Patients’ intrusive recollection of traumatic events is,
among other things, caused by their fragmented and

The Military - 3MR System



no. Core function

1

Provide a flexible way of storytelling. Restructuring and relearning about a past deployment events can
have a positive effect in traditional treatment. Only the patient has access to the various memory elements
related to the events and stressors at that time.  More efficient and effective results may be achieved by al-

lowing the patient to facilitate memory content in a flexible and motivating way.

2
Provide a structured way of storytelling. Deployments usually cover multiple months. Within these months

various events occur. Next to giving the patient the tools to flexibly add and edit memory elements, it
might also be important to do this in a more structured environment.

3

Prevent losing track of changed and added events. Currently a physical folder is kept of every patient, con-
taining notes, drawings and other deployment related information. These files can get rather large and it is

difficult to keep track of the continuous changes which may occur. Especially if a therapist works with
multiple different patients every week.

4
Ensure patient trust. Deployment related stories can contain very sensitive information. This data should
therefore be stored securely. Trust might be another problem if the storage of private data is not properly

implemented. The look and feel of the system can also be important when establishing trust.

5

Ensure usage for therapists with different backgrounds. Therapists use several methods to treat patients
suffering from a combat-related PTSD. If the system does not force the patients to follow one specific pro-
cedure, while providing several tools to facilitate memory, the system might be interesting for a variety of

different therapists and methods.

6

Ensuring awareness of treatment. Besides the restructuring and relearning element, a psycho-educational
element can be introduced to give the patient more insights about the treatment in general. Details of ses-
sions, including information about recent changes, future goals and accomplished goals may help patients

learn and cope with their disorder.

7
Provide a personal approach. The patient should feel comfortable using the application. Personal prefer-
ences should be respected, making the application look and feel like a helpful companion throughout the

treatment.

8

Prevent unexpected exposure to emotional material. During the first review with an actual patient, one of
the suggestions was to implement an option to ‘tag’ photographs that are linked to very emotional situa-
tions. For example, a patient may not like the idea of being greeted with a very emotional memory when

starting the application or navigating through the timeline.

9
Ensure appealing and motivating approach throughout the therapy. One of the problems with current treat-
ment is the high drop-out rates. Keeping the patient motivated and aware of the progress may prevent the

patient to quit the therapy too early.
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poorly elaborated memory structure of these events (Clark
& Beck, 2010). Providing a structured way of storytelling
was therefore identified as another core function. A key
element in the Military-3MR system to support this is the
timeline which is a chronological visual representation of
the events in the patient’s life. This idea is not entirely new.
For example, the life-chart method (Osuch, et al., 2001)
provides a graphical presentation of events in patients’
lives and their treatment interventions with an aim of vi-
sualizing the longitudinal course of the illness. In the Mil-
itary-3MR system the purpose of the timeline, however,

is (1) to help patients to structure their memory, (2) to en-
hance their awareness of the relatively small time scale of
the traumatic event compared to their entire life, and (3)
to enhance their awareness that the traumatic events that
dominate their current life all happened in the past. The
overall timeline is presented at the top of the screen (Fig-
ure 5), and is referred to as the lifeline of the patient. It
shows which year the patient was born, the times of de-
ployment, and current and future events. When a deploy-
ment is selected (Figure 4 step 5), the indicator moves back
to the year of the deployment. As the years are counted

Table 1
Core functions of the Military-3MR system and their underlying claims

Brinkman et al.
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Figure 4. Story board describing the use
of the Military-3MR system.
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back, photos are shown of a memorable event for each
year. To emphasize further that the deployment occurred
in the past, the photos in the warp animation start in full
color, but become grayer as they date further in the past.
The timeline slider (Figure 5) allows patients to select a
specific date. The symbols below the days indicate whether
a discussion of that day has been completed or is still in
progress. To avoid the patient only focusing on past events,
the application also supports the creation of events in the
present or  the future. Here, the patient can be encouraged
to talk about the present and set goals for the future.

PhoTo, TExT, maPS, and WEbCam

The system provides five different features to facilitate re-
call of memories. The patient has the option to add (1) im-
ages or photographs, (2) geographic maps using Google
Maps, (3) story text, (4) webcam snapshots and (5) virtual
representations of a situation using the 3-D editor. When
the patient adds an image, a webcam snapshot or a map,
the system creates an interactive thumbnail and puts this
thumbnail on the content panel. Clicking on these thumb-
nails gives the patient the option to display the picture on
the full size screen, to remove it, and to hide or unhide it.
The hiding option avoids unwanted exposure of emotional

material. After the case study, a common desktop function
was also added. This is a clipboard on which photos and
text can be placed temporarily, and copied to the content
panel of specific days. With non-recent deployments, pa-
tients might not own digital photos, but only printed pho-
tos of their deployment. In these cases, the patient can
digitize these photos by taking a snapshot of them with
the webcam. The webcam can also be used to take pictures
of drawings made in the session, or documents or objects
brought in by the patient. It could also be used to make
pictures of recreated situations with physical objects. For
example, Playmobil has been used to successfully recreate
accident and to study emergency responses (Gunawan,
Ooms, Neerincx, Brinkman, & Alers, 2009). 

3-d World EdITor

The 3-D world editor allowed the patient to create a simple
3-D world by selecting objects such as buildings, trees and
vehicles from a menu. Besides placing and rotating the
objects, the patient can also change the camera position
using the mouse and some keyboard keys. The patients
can therefore look at the world from different angles (Fig-
ure 6) to help them reflect on the event from multiple per-
spectives. 

Figure 5. Timeline.

Figure 6. 3-D world editor.
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EValuaTIon

Besides the expert reviews of the system design and its
underlying claims as discussed previously, another core
activity of the situated cognitive engineering approach is
the evaluation of the system by the users. In this study, the
evaluation of the system focused on three issues: (1) the
usability of the system, (2) the effect of the system on sto-
rytelling, and (3) the practical use of the system in the
field. All these issues were empirically evaluated. While
only the last issue was evaluated with an actual veteran
suffering from combat-related PTSD, the other two issues
were evaluated with participants that did not suffer from
combat-related PTSD. 

uSabIlITy analySIS

The usability of the system was evaluated using both an
analytical method, i.e. heuristic evaluation, which involves
designers to critically analyze the design, and an empirical
method, i.e. a usability test, which involves testing the sys-
tem with users. This approach allowed potential generic
usability problems to be identified and gave direct input
on how potential users would use and perceive the usabil-
ity of the system.

hEURIStIC EVALUAtIon

Several prototypes and evaluations were conducted before
the final Military-3MR system was developed. Once the
first set of core functions and requirements were defined,
a first high-fidelity prototype was created. The ten princi-
ples for user interface design (Jakob & Rolf, 1990), also
known as the ten heuristics, were used to obtain feedback
on this high-fidelity prototype. Six MSc students, trained
in the field of cognitive engineering, were all asked to in-
dividually complete a form containing several questions
related to the ten heuristics. Later, a part of this group par-
ticipated in a follow-up group evaluation that aimed at
identifying possible usability issues present in the high-fi-
delity prototype. The obtained feedback from both evalu-
ations mainly concerned: (1) the state of the system, which
was not clear, (2) system behavior, as it did not follow
common Graphical User Interface standards, and (3) clar-
ity of the icons and buttons.

A formative usability evaluation approach was chosen to
address these issues and to continuously acquire more
feedback of the rapidly generated prototypes in a period
of four weeks. During this phase various elements of each
prototype were inspected by the cognitive engineering
team, which included the six students and two lecturers.
During this time multidisciplinary meetings were also held

to improve the requirements baseline, and a small inter-
view was conducted with a patient suffering from com-
bat-related PTSD to review the prototype. The reviews
and the small interview resulted in two of the core func-
tions (Table 1): providing a personal approach and pre-
venting unexpected exposure. Eventually, the evaluation
reached a point where no usability issues were reported
anymore. This last prototype, referred to as the final Mil-
itary-3MR system, was now considered suitable to be used
in a usability test with users and a case study with a vet-
eran suffering from combat-related PTSD.

USABILIty tESt

The evaluations of the previous prototypes led to several
refinements regarding both the usability and the function-
ality of the system. With the final prototype finished, a
user-based usability test was conducted in which 18 indi-
viduals (12 males, six females) participated, none suffer-
ing from a combat-related PTSD. The age varied between
21 and 59 (M = 36.2, SD = 15.1) years old. The partici-
pants had never worked with the final prototype before
and none were given instructions beforehand. To evaluate
the perceived usability of timeline navigation, content
manager, and the 3-D editor, a component-based usability
questionnaire (Brinkman, Haakma, & Bouwhuis, 2009)
was used, as component-specific measures have been re-
ported (Brinkman, Haakma, & Bouwhuis, 2008) to be, on
average, statistically more powerful than overall usability
measures. The questionnaire asked participants to rate the
usability of each of these interaction components on six
statements. Before participants were asked to complete the
questionnaire they were asked to complete a number of
tasks: select a specific deployment, navigate through the
timeline to pick a date and eventually add, modify and
delete content elements. In addition, the participants were
asked to create a virtual world based on a screenshot pro-
vided to them. Participants were not provided with any
additional instructions or help material. 

The individual component measures, each based on six 7-
point Likert scale statements, received an acceptable level
of reliability with Cronbach’s alpha ranging from 0.73 to
0.81 (Table 2). The average of the scores on these six items
was therefore taken as a usability measure for the compo-
nent. One-Sample t-tests showed that all three measures
deviated significantly from the norm value of 5.29
(Brinkman, et al., 2009). As shown in Table 2, all means
were above the norm value, suggesting that the perceived
usability of these components were more comparable with
the perceived usability of easy-to-use components in the
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norm set than the perceived usability of difficult to use
components in the norm set. The questionnaires also al-
lowed participants to add additional comments and sug-
gestions. One reoccurring issue was that of the “maps”
icon; a large number of participants thought that the
“maps” icon was actually the icon to open up an Internet
browser. Because there were not many other options,
everyone still managed to add the map, but some found
this a bit confusing. A suggestion made by multiple par-
ticipants was to add the ability to drag and drop objects in
the 3-D world editor. No other usability issue was found.
All participants stated that they were very pleased with
how the application worked, and most of them also men-
tioned that the user interface looked appealing.

SToryTEllIng analySIS

After participants in the usability test filled out the com-
ponent-based usability questionnaire they were asked to
tell two different autobiographic stories in six minutes
each. One story they were asked to tell using the Military-
3MR system, the other story they were asked to tell with-
out the system. To control for possible learning or fatigue
effects, the order of these two conditions was counterbal-
anced. The events, for example, a holiday or business trip,
should have taken place at least three years in the past.
The order between the time of the events was also coun-
terbalanced, i.e. half the participants started with describ-
ing their more recent event, while the other half started
with describing their less recent event. While speaking,
they could use photos they had brought with them specif-
ically for the experiment. At the start of the session, the

experimenter selected only a small set of photos they
could use to reduce the chance that prior to the experiment
participants could have mentally rehearsed a specific story
line.   

During the storytelling, voice recordings were made of
both stories, resulting in a total of 36 different audio
clips. Each sentence was coded for five non-mutually ex-
clusive categories (Table 3) reference to (1) time, (2) an
event or (3) a location. All references in each story were
counted so they could be used for a statistical analysis.
Only 24 recordings were used in this analysis, as six par-
ticipants used the text feature to write about their stories
without saying what they were typing. These voice
recordings did not contain any relevant information and
could therefore not be used. For each story the number
of references for each category was counted, and the dif-
ference between the stories told with or without the sys-
tem was analyzed by Wilcoxon Signed-ranks tests. As
Table 3 shows, participants made a significantly higher
number of precise date references and were more spe-
cific concerning the time frame when they used the sys-
tem. The system, therefore, seems to have encouraged
participants to place their story in a specific time. This
was also supported by the analysis of the number of
months covered in a story. With the system (Mdn = 0.13)
this was significantly (Z = -2.43, p. = 0.015) shorter than
without the system (Mdn = 0.5). Once they picked a
starting date for their story, they seemed to continue
telling more about this day by adding events. Further-
more, they seemed to talk about days that were close to-
gether. This was not the case when participants did not
use the system. In some cases these stories even covered
several months. Table 3 also shows that participants
made a higher number of detailed event descriptions and
a lower number of more general event descriptions when
using the system. This seems to suggest that the system
encouraged participants to be more specific in describing
the events in their story. Although the online geographi-
cal maps functionality was expected to also have an ef-
fect on the number of references made to specific
locations, no significant difference was found. This,
however, might have been an artefact of the story topic
e.g. a holiday or business trip, where the location and the
geographical setting might be less relevant than for
events in a combat situation.

Another observation was the individual difference be-
tween participants in how they told their story with the
system. Although it might be caused by the six-minute

Brinkman et al.

Component α
m

(Sd)
t df p.

Timeline 0.81
6.37

(0.43)
10.58 17 <0.001

Content 
manager

0.70
6.08

(0.45)
7.37 17 <0.001

3D world 
editor

0.73
5.62

(0.57)
2.44 17 0.026

Table 2
Result reliability analysis and One-Sample t-test with

test value 5.29 on component-based usability question-

naire data



With system
Without

System
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time constraint, some participants only used the text fea-
ture to write about past events and what they saw, even
when they brought a photo book with them containing pic-
tures which may have supported the storytelling. How-
ever, others were very dependent on the images and
photographs. Two participants did not even mention any
events that were not found in the pictures.

After the storytelling session, participants were also asked
to rate statements on a 7-point Likert scale about their at-
titude towards the system’s ability to support storytelling.
Table 4 shows the results of One-sample t-tests comparing
the score with the middle point of the scale, e.g. four.
Overall, the participants’ attitude seems to lean towards
the positive side of the scale, in favor of the system to sup-
port storytelling. Interestingly, the participants did not
seem to agree with the statement that the system encour-
aged them to add media. This could be interpreted to mean
that they felt in control of their storytelling and did not feel
dominated by the system or under pressure to add content.
Participants seemed to find that they were also signifi-
cantly (t(17) = 4.91, p. < 0.001) more able to discuss
everything they wanted to when using system than com-
pared to not using the system.

CaSE STudy WITh a VETEran

The usability analysis and storytelling analysis was con-

ducted with people not suffering from a combat-related
PTSD. However, actual experience with a system by a
person actually suffering from this disorder might be dif-
ferent. Therefore, a small case study was conducted to
gather insight on how a patient would interact and expe-
rience the system. The patient that participated in the
case study was a Dutch veteran that had experienced
stressful events during his deployments in the Former
Yugoslavia: 1994 - Dutchbat I stationed Srebrenica;
1999- SFOR 6 operating in Bosnia; and 2001 - Task
Force Harvest operating in Macedonia. The patient was
already receiving outpatient PTSD treatment at the time
of the case study. In January 2010 two sessions were ob-
served that took place in the office of a psychiatrist in
Central Military Hospital, in Utrecht, The Netherlands.
Prior to the session, the psychiatrist informed the patient
about ideas underlying the design of the system, the pur-
pose of the case study, and the presence of an observer
during the sessions. Figure 7 shows the office where the
session took place and the set-up of the system, which
included a projector, a laptop on which the application
ran, and a cell phone with a Bluetooth which facilitated
the Internet connection needed to access the online geo-
graphical maps. The patient was located behind the lap-
top and the psychiatrist was sitting to the right of him,
both facing the wall on which the application was pro-
jected. 

Table 3
Results Wilcoxon signed-rank test on sentence analysis for story told with or without the system

no Category

1a Precise date reference; e.g. “12th of March” 2.5 0.0 -2.96 0.003

1b
Less precise time frame; e.g. “the summer holidays” and 

“my second vacation that year”
1.5 4.0 -2.77 0.006

2a
Detailed event description; e.g. “buying a cola at the 

supermarket”, “picking up the phone”, and “getting in the car”
4.0 3.0 -2.56 0.011

2b
General event description; e.g. “going on a business trip”,

“leaving town”, and “taking care of the pets”.
1.5 3.0 -2.46 0.014

3

Reference to location; e.g. “the bank in the same street as the
hotel we resided”, “...I saw someone in my kitchen...”, “...so

we moved my furniture to the Weimarstraat...” , “Right before
the small town which name I’ve forgotten...”

4.0 3.5 -1.51 0.130

Z p.

median frequency



The first session took about an hour, and started with a few
minutes introducing the system and allowing the patient to
explore the system. Afterwards, the patient started with cre-
ating his profile including his deployments. Once this was
done the psychiatrist decided to work on the first 1994 de-
ployment. Although the patient understood the idea of the
warp animation, he suggested the option to switch this fea-
ture off since it would be annoying to see it during each
session. After the timeline was set at the starting day of the
first deployment, the patient loaded all the images that he
had brought on a USB stick on to this first day, with the in-
tention to sort the images later to occupy specific days. In
the reflection discussion after the session, both the patient
and psychiatrist agreed on the need for a common desktop
function to temporarily store images, to copy them from

here to specific days. After the images were uploaded onto
the screen, the psychiatrist asked the patient to discuss these
photos in detail and suggested that he add text elements to
them. As the psychiatrist entered the text, the patient was
able to read back his comments on the screen and added
details. Besides the photos, the webcam feature was also
used to take a snapshot of a situation drawing made in a
previous session with the patient, and again text was added
to this snapshot. Often, the patient also used the online ge-
ographical map function to look up specific places and
buildings he remembered from his deployment. Again, the
psychiatrist encouraged the patient to explain his recollec-
tions in detail. The patient talked about his experiences and
also how things had changed since then. Access to the on-
line geographical map took a relatively long time because
of the limited Internet connection. Interestingly, the down-
load waiting time was used to let the patient tell more about
the event that had happened. 

A week later, the second session was carried out, which
lasted around 40 minutes. It started with a short reflection
about the first session. The patient pointed out that talking
and presenting his memories in this visual way was very
appealing, and he considered it useful for him. He felt that
this application helped him to become aware of events that
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Table 4
Result One-Sample t-tests, with test value 4, on attitude questionnaire towards storytelling support

no Statement m(Sd) t df p.

1
I prefer a timeline, such as the one in the application, 

to tell my story
5.50

(1.30)
4.92 17 <0.001

2 I found the story telling with the application more enjoyable
5.28

(1.27)
4.25 17 0.001

3
I was able to tell everything I wanted 
(story telling without the application)

3.78
(1.59)

-0.59 17 0.562

4
I was able to tell everything I wanted 

(story telling with the application)
5.50

(1.25)
5.10 17 <0.001

5 I think I put more details in the story told with the application
6.00

(0.67)
12.37 17 <0.001

6
By using the application, I was encouraged to add media 

such as text, maps or pictures to explain things better
4.39

(1.79)
0.92 17 0.369

7
Comparing the two stories, I found that more 

memories came back with the application
5.94

(0.80)
10.28 17 <0.001

Figure 7. Office and set up of the Military-3MR system.

Brinkman et al.



had happened, and he felt in control of his own treatment,
working on his own timeline. The patient also suggested
that the year indicators of each deployment on the timeline
should be easy to click on to allow moving between events
that occurred at different points in time. This was not im-
plemented on purpose, to focus the discussion at one de-
ployment at a time, and to avoid memories from different
deployments from becoming mixed. Table 5 shows a sum-
mary of his comments. After this reflection, the remaining
time of the second session was devoted to discussing a
document the patient had brought with him. This docu-
ment was related to the events discussed in the first ses-
sion, and the patient thought that this would help with
specifying events on the timeline discussed in the previous
session. The main interaction in the second session was
directly between the patient and the psychiatrist without
the use of the system. 

Although the 3-D editor was not used during the sessions,
both the psychiatrist and patient were hopeful that this fea-
ture would contribute to elaborating on complex, stressful
events. Later on, this was also confirmed in a review by a
US soldier who had just returned from Iraq. This soldier
was a behavioral health specialist stationed in the US
Tripler Army Medical Center in Hawaii. After reviewing
the Military-4MR system he wrote down that with the help
of the 3-D editor soldiers would be able to draw a clearer
image for the therapist. He thought that this would be ben-
eficial for both therapists and patients since therapists

would no longer need their own imagination to try and
recreate what patients were trying to explain. With this
clearer understanding, therapists would be able to help pa-
tients more effectively. Interestingly, his comments also
related to the need for personalization of these worlds, as
he wrote down that the 3-D editor currently provided too
few objects to recreate events in Iraq, missing objects such
as Humvees (high mobility mutipurpose wheeled vehi-
cles)  and Mine Resistant Ambush Protected Vehicles
(MRAPs), and the style of buildings typically found in
Iraq. Overall, he considered the 4MR-system a potential
helpful tool for soldiers that have been avoiding material
that reminds them of their deployments. The system could
also help to identify factors that upset a specific patient if
this was unclear beforehand.

ConCluSIon and dISCuSSIon

Several conclusions can be drawn from the presented
study. Firstly, after several design and review cycles, the
Military-3MR system now seems to have established an
acceptable usability level without major usability prob-
lems, and with key design features such as timeline, con-
tent management, and the 3-D editor being received as
easy-to-use. Second, the system seems to facilitate story-
telling as time referencing and event description become
more precise, and smaller time periods are covered. Third,
the case study with the veteran showed that he enjoyed
working with the system, giving him a sense of control
and a visually appealing way of talking and reflecting on
past experiences. Besides these points, the nine core func-
tions identified are put forward as scientific contributions. 
A practical limitation of the current system is the use of
the Internet for online geographical maps, or the use of
personal files, such as digital photos. Due to security risks
involved, military environments often limit the use of the
Internet and do not allow USB sticks to be plugged into
military computers. At the moment, a solution could be to
use a standalone computer that is not connected to the mil-
itary network, but instead connected to a public Internet
provider using a mobile phone or USB Internet dongle.
Another limitation is the limited involvement of patients
in this study. No general statement can yet be made about
the response of a treatment using the Military-3MR sys-
tem. An extensive randomized controlled trail would be
needed for this, with a validated treatment protocol. 

In the case study, no use was made of the 3-D editor fea-
ture. Probably, the effort involved in creating a 3-D world
suggests that this feature should mainly be used to recreate
specific traumatic and stressful events to reflect on the pa-

no feedback

1
The application makes you aware of 

the time-related events

2
It is positive that you working on your own de-
ployment, you are more in control to add story

elements yourself

3
Normally everything is done mainly verbal,

now treatment is done with visual aids, which
more appealing

4
Might also be good for group session, but also

for individual session

5
Going back to these past events is painful, but

it is still important to do so
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tient’s recollection of these events. Future work might also
look at the possibility of combining the Military-3MR sys-
tem and a Virtual Reality Exposure Therapy (VRET) sys-
tem, whereby a VRET system could be used to expose
patients to generic 3-D worlds, but also to the highly per-
sonalized 3-D worlds created by patients in the Military-
3MR system. Exploring the use of generic material might
also include using generic picture databases of combat and
peacekeeping operations, or using historical event data-
bases such as online newspapers databases or Wikipedia.
This might help the patient to remember personal events
and place them in the context of major news events of that
day. Instead of relating to a specific date, generic material
could also include music that was popular at the time of
the deployment or iconic video material. For example, his-
toric video material of Saddam Hussein, as a US army
clinical psychologist at Tripler Army Medical Center
wrote down in his review.

Although the Military-3MR system was designed for the
treatment of patients with combat-related PTSD, the iden-
tified core functions and possibly parts of the Military-
3MR system might also be considered relevant for the
treatment of non combat-related PTSD patients suffering
from traumatic events that stretch over a longer period of
time, for example, civilians in war situations, child abuse,
or rescue workers that respond to natural disasters. In these
events and in a military context the 3MR system might
help patients to restructure and relearn their traumatic
events as part of their treatment for PTSD using autobio-
graphic multi-modal memory cues.
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InTroduCTIon

Concern over large numbers of psychological casualties
in military personnel returning from Operations Endur-
ing Freedom and Iraqi Freedom has led to renewed im-
petus to identify those at risk for serious mental health
problems and treat those already suffering from negative
mental health consequences (e.g., Hoge et al., 2004; Of-
fice of the Surgeon Multinational Force-Iraq, 2006; APA
2007; DoD, 2007; Litz, 2007; Seal et al., 2008; Burnam
et al., 2009; Marmar, 2009, Safran et al., 2009). De-
ployed Soldiers and Marines have an estimated preva-
lence rate of 16-17% for major depression,
Posttraumatic Stress Disorder (PTSD), or generalized
anxiety about four months after their return from Iraq
(Hoge et al., 2004), and 19% one year after deployment
(Hoge et al., 2006). It has been estimated that the two-
year PTSD and depression-related costs for the approx-

imately 1.6 million troops who have deployed since
2001 could range from $4.0 to 6.2 billion (Tanielian &
Jaycox, 2008).

Consequently, substantial resources are being expended
on the treatment of combat-related stress disorders. Al-
though there is much ongoing research to determine the
most effective treatments for PTSD, little is known
about preventive efforts designed to prepare personnel
to cope with potential deployment and combat-related
stressors. As increasing numbers of military personnel
continue to engage in combat and other stressful opera-
tional situations during deployment, attention is only be-
ginning to shift toward predeployment efforts to reduce
the potentially harmful psychological effects of trau-
matic exposure. Predeployment primary prevention ef-
forts should improve combat effectiveness in the field,

Corresponding Author: Paul N. Kizakevich, RTI International, P.O. Box 12194, Research Triangle Park, NC 27709-2194, Tel: (919) 541-6639, E-
mail: kiz@rti.org
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Predeployment stress inoculation training (PRESIT) is designed to help personnel cope with combat-
related stressors and trauma exposure. PRESIT comprises education on combat and operational stress
control, attentional retraining and relaxation training, and practice and assessment via a multimedia
stressor environment (MSE). Heart rate variability (HRV) and a reaction time task assessed learned
skills and inoculation to MSE arousal. Participants with deployment experience and who were in the
experimental group demonstrated improvement, measured as greater relaxation demonstrated during
the MSE of a follow-up session relative to that of a baseline session. There was also a training effect
for this group, such that those participants who showed greater relaxation from a baseline HRV state
during the training (i.e., on relaxation breathing and focusing) showed more improvement between ses-
sions. In contrast, there were no significant predictive variables for the participants in training who had
never deployed. Participants with more Posttraumatic Stress Disorder (PTSD) symptoms at baseline
showed more capability for improvement, as was true for participants who were more anxious about
their next deployment. 

Keywords: Stress Relaxation, PTSD Prevention, Combat, Operational Stress
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reduce the short-term impact of potential traumatic ex-
posures, and ultimately reduce the risks for long-term
PTSD and other stress-related injuries. Fewer symptoms
and associated treatment costs of such conditions will
benefit military objectives as well as improve the quality
of life of the warfighters and their families.

To date, the majority of predeployment training for mil-
itary personnel has focused relatively little on preparing
them for the psychological impact of exposure to combat
and other traumatic stressors, and is generally comprised
of minimal combat stressor preparation training and the
provision of educational information during boot camp
(Lewis, 2006; Cohn et al., 2010). The different service
branches have introduced variations of predeployment
educational briefings and have begun to include some
stress control techniques to reduce anxiety and increase
skills to cope with stress. Examples of such training pro-
grams include the Army’s Battlemind program
(www.battlemind.army.mil) and the Navy’s and Marines’
Combat and Operational Stress Control (COSC) pro-
grams (www.manpower.usmc.mil/cosc). In contrast to
prior simple predeployment briefings, the Battlemind
and COSC programs have employed skill based training
to prepare Soldiers and Marines for combat missions.
Such training focuses on physical readiness, specific
mission-relevant jobs, and teamwork. In addition, spe-
cialized forces, such as Special Operations, snipers, and
West Point cadets have also trained in psychological
methods intended to boost both performance and re-
siliency – including arousal and distraction control.
However, these have not been employed in the main-
stream of Army combat training, nor have they been as-
sessed for buffering distress across the deployment cycle.

While many resources have been used to develop these
programs, studies that have examined the efficacy of
these predeployment programs have shown minimal
post-deployment effects in the reduction of common
mental health outcomes (Sharpley et al., 2008). Conse-
quently, this pilot study was designed to improve upon
current operational stress control training by applying a
widely acknowledged and effective stress-reduction ap-
proach to the prevention of operational stress for mili-
tary personnel in combat situations. Stress inoculation
training (SIT) is an effective method of reducing arousal
levels in response to powerful stressors by “inoculating”
individuals to potentially traumatizing stressors (Me-
ichenbaum, 2007). SIT derives from models that posit
that stress occurs when the perceived demands of a sit-

uation exceed an individual’s ability to cope (Lazarus
& Folkman, 1984). SIT enables individuals to manage
stressors when they occur at a low level and increases
their ability to manage them under more intensive acute
or chronic demands. There are three stages to SIT: psy-

choeducation, which involves learning about stress re-
sponses and the need to control them; training, which
involves learning arousal control to mitigate negative
effects of stress; and implementation, which involves
using or practicing these skills in the stressful context.

The conceptual basis for using SIT as a preventive ap-
proach against developing stress-related symptoms after
exposure to trauma is based on studies which have
shown that enhanced stress resilience is associated with
a protective physiologic stress response. Specifically, a
reduction of anxiety within 72 hours of exposure to a
traumatic event is associated with lower risk of PTSD
or greater effectiveness of debriefing (Cohen et al.,
2000). In addition, PTSD is often treated successfully
with anxiety management techniques, including relax-
ation training (Schelling et al., 2001) which is a compo-
nent of SIT. These studies suggest that reduction of
physiological arousal during and/or shortly after trauma
exposure may prevent or reduce the likelihood of devel-
opment of psychological distress including PTSD symp-
tomatology. Consequently, methods to reduce arousal
levels, such as relaxation training and stress manage-
ment techniques involved in SIT, play a role in reducing
the risk of combat stress casualties.

A few studies have shown that SIT may help reduce the
incidence of PTSD in military personnel when admin-
istered predeployment (e.g., Deahl et al., 2000), but
other studies have also demonstrated useful short-term
effects associated with SIT. For example, military per-
sonnel who receive SIT and are trained in a virtual stres-
sor environment develop divided attention skills and
moderate physiological responses to stress while staying
focused on the task at hand (Wiederhold & Wiederhold,
2006). The ability to stay focused on the task at hand
while under stress is an important short-term benefit of
SIT in addition to long-term benefit of potentially re-
ducing stress-related disorders. Thus, while providing
SIT to predeploying military personnel would likely be
extremely useful to prepare them to cope with stressors
they will encounter during deployment, few studies
have implemented and evaluated the effectiveness of
predeployment SIT for preventing or mitigating stress-
related negative psychological outcomes, such as PTSD.

Predeployment Stress Inoculation Training
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In line with the Wiederhold & Wiederhold study and
others that have focused on exposure to stressful situa-
tions (e.g., Reger at al., 2009; Spira et al., 2006), this
pilot study included a virtual multimedia stressor envi-
ronment (MSE) to provide practice of the SIT method,
and to measure attentional skills and physiologic re-
sponses to stress (Hubal et al., 2010). The PRESIT MSE
presents a scripted scenario comprised of mission ob-
jectives, anticipation of enemy engagement, ambient
sounds, vigilance to in-scene cues, possible insurgents,
sudden impact events (e.g., explosions, directed gun-
fire), depiction of casualties, and post-event chaos. In
the MSE, speed and accuracy are measured against con-
textually relevant stimuli in a combat scenario. 

The purpose of this controlled pilot study was to com-
pare the efficacy of a newly designed SIT-based inter-
vention called PRESIT (predeployment stress
inoculation training) with COSC current best practices
(CBP) by examining heart rate variability (HRV) and
reaction time (RT) in response to a combat-relevant
MSE. Specifically, the test was to see whether PRESIT
reduces the physiological arousal associated with view-
ing and engaging in a MSE scenario. The hypothesis
was that participants in the PRESIT group would have
improved HRV, i.e., lower arousal levels and increased
SDNN and faster RT scores in response to the MSE after
training relative to their baseline measures. If supported,
results would provide preliminary evidence suggesting
that warfighters who receive PRESIT intervention learn
to improve physiological control over their arousal re-
sponses in a stressful simulated combat-relevant envi-
ronment. It was also predicted that participants who
endorsed more symptoms of stress, PTSD, and depres-
sion on a predeployment questionnaire would show
poorer, i.e., lower relative HRV at all points before and
after the MSE compared to participants who reported
fewer of these symptoms.

mEThod

maTErIalS dEVEloPmEnT

PREdEPLoymEnt BASELInE SURVEy

To establish baseline information on participants’ health
status, prior deployment experience, and combat expe-
rience, a 20-minute predeployment questionnaire was
developed. The questionnaire emphasized brief, psycho-
metrically sound instruments that had been normed in
military populations and items that had been used suc-
cessfully in previous military surveys. Key measures in-
corporated in the questionnaire were:

• PTSD Checklist–Civilian Version (Weathers et al.,
1994). Note: The civilian version was utilized to
measure potential PTSD symptoms prior to military
service as well as those incurred since joining the
military.
• Patient Health Questionnaire–Anxiety Subscale
(Kroenke, et al., 2002)
• Center for Epidemiological Studies-Depression
Scale (Tuunainen et al, 2001)
• Two-Item Conjoint Screening (Brown et al., 2001)
• Combat Exposure Scale (Keane et al., 1989)

CBP mAtERIALS

Marine Corps COSC informational trifold brochures
were provided to all participants. COSC information on
the Marine Corps brochures identifies potential stres-
sors, describes signs or symptoms, recommends self-
help behaviors, and provides lists of resources for
seeking professional help. The skills acquisition com-
ponent of PRESIT supplemented the COSC educational
brochures with a presentation of two relaxation tech-
niques taught by trained medical professionals and de-
scribed in Table 1.

mULtImEdIA StRESSoR EnVIRonmEnt

The purpose of the MSE was to induce a level of psy-
chophysiological arousal during a simulated training
mission, and to assess the ability of participants to re-
spond quickly and accurately to visual stimuli presented
during the mission. The MSE consisted of a moderate-
sized Iraqi village developed as a virtual scenario, in-
cluding an assortment of buildings (representative
houses, houses of worship), a civilian population, possi-
ble insurgents, vehicles, market stands, carts, signs, de-
bris, and other objects (Figure 1). During the MSE,
participants traveled through the village streets on a pre-
defined path under the guidance of scripted movement.
The idea was to present the notion of a somewhat active
scene and to have the participants move together through
the scene as if traveling in a truck or other multi-passen-
ger military vehicle. An algorithm was written to make
it appear as if the vehicle slowed down and sped up
throughout the MSE, to add visualization to simulate an
occasional bump or dip in the road, and to shift the view
gradually from left to right and back so that the partici-
pants could see the entire rendered scene. The design of
the MSE is described more fully in Hubal et al. (2010).

A large number of points along the path were estab-
lished at which types of stimuli and events would occur,

Hourani et al.
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to which participants were instructed to be vigilant and
to respond using type-specific button presses. The first
type was intended to depict sudden stressful occur-
rences, such as explosion of an improvised explosive
device (IED), gunfire, burning objects such as vehicles,
and post-explosion rubble (Figure 1). The sudden stress-
ful occurrences were meant to maintain or increase par-
ticipants’ arousal. The second type of event portrayed
suspicious objects and events that participants were re-
quired to notice, including enemy combatants, weapons,
aircraft, and suddenly moving people or vehicles. These
two types of events were largely designed to achieve a
strong level of psychological engagement and stress
under simulated mission conditions.

The third type of event was intended to elicit reaction
times from participants, using more abstract visual

stimuli. These were small but visible red square tar-
gets displayed briefly around the participants’ field of
view (Figure 2). Equivalent targets of different colors
were occasionally presented as foils. Participants’ re-
action time and accuracy (hits and misses) to the red
targets were measured on individual workstations, as
well as the number of false alarms to and correct re-
jections of foil-colored targets. Rumble feedback fol-
lowed missed or incorrect controller responses to this
type of event. We chose to use an abstract target rep-
resentation to allow the same type of target to be dis-
played anywhere in the visual field and to minimize
variation across participants in the recognition and in-
terpretation of these measurable stimuli. We also an-
ticipated that this abstract target would be so unlike a
real target that the “combat training effect”, if any,
would quickly fade.

Table 1
Focused Breathing Techniques

Technique 1: In-combat attentional retraining:

The following method is useful for becoming more calm and focused in the moment without excessive reactiv-
ity or arousal:
• Allow your eyes to rest upon one target or area. Let that scene fill your mind completely. If other thoughts or
images come into your mind, let them go and refocus on what you are seeing.
• As you allow that scene to fill your mind, notice your breath flowing slowly and consistently. Allow the air to
flow into your nose effortlessly. Let your breath get slower and deeper. Feel your abdomen filling and empty-
ing. Slow your breath by letting the exhale go all the way out.
• Don’t close your eyes or look away. Instead, feel as if you are breathing in what you are looking at all the way
into your belly. Then, let your breath extend out toward what you are looking at.

Technique 2: Post-combat recuperative training:

The following method is useful for achieving deep recuperative and restorative rest when one is in a safe envi-
ronment:
• Get comfortable in a chair or bed. Close your eyes, and place your hands over your lower belly.
• Feel the breath effortlessly flowing into and out of your nose. Notice every quality of that breath, and how it is
different flowing in and flowing out. If thoughts or feelings drift into your mind, just notice them, let them go,
and refocus on the breath. (Continue this for 10 relaxed, effortless breaths).
• Feel breath flowing into and out from your ribs. Allow the breath to flow in and out effortlessly. Rather, allow
the breath to “breathe” you. Feel the effortless expansion and release of your body soothing and massaging you
(Continue this for 10 relaxed, effortless breaths).
• Feel the warmth of your hands on your belly. Allow the belly to lift and drop your hands, effortlessly. (Con-
tinue this for ten relaxed, effortless breaths.)
• Feel the way your back expands against the chair or bed, and then releases. (Continue this for 10 relaxed, ef-
fortless breaths).
• Anytime you notice your attention going to thoughts or feelings, just notice that distraction, let it go, and re-
turn to counting the breaths at that part of your body. 
• You can continue this circle of breaths as often as you like.

Predeployment Stress Inoculation Training
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The team rendered the MSE using an off-the-shelf gaming
engine on a specialized simulation-based training platform
(Kizakevich et al, 2007), and layered ambient noises in
surround sound to accompany the simulation and enhance
its realism. During pilot testing the MSE was projected
onto a flat blank wall in front of groups of participants
using a high-definition projector and a 5.1 channel sur-
round sound system.

The MSE was presented in a group, theater format with up
to 20 participants in a MSE viewing group (Figure 3). Al-
though the participants were taken through the visual envi-
ronment without personal navigational control, their virtual
experience was only moderately immersive. Therefore, as
with other theater environments, we did not expect that sim-
ulator sickness would be a concern and did not take special
considerations for or measure simulator sickness effects.

PhySIoLoGICAL monItoRInG EqUIPmEnt

Participants had their beat-by-beat pulse rates monitored
before, during, and after the MSE exposure. An infrared
LED pulse sensor (Cateye model PL-6000) was clipped
to the ear lobe for sensing the peripheral pulse. The sensor
was connected to miniature pulse wave monitor (Biocom
Technologies model HRM-02) which was then connected
to an individual workstation via a USB interface. Partici-
pants trained in stress reduction using a biofeedback train-
ing software package called Stress Sweeper Pro (Biocom
Technologies). Stress Sweeper Pro provides paced breath-
ing exercises via a graphical user interface, including dis-
play of beat-by-beat heart rate variability and a stress
index for biofeedback. During the MSE, RT was measured
by participants’ joystick controller movements (Logitech
Rumblepad 2) as they responded to stimulus events dis-
played in the MSE.

tImE SynChRonIZAtIon

Time synchronization is critical for the MSE and collec-
tion of physiological data. The team developed a protocol
time manager program that automatically synchronized
time among the MSE computer (i.e., that used to project
the MSE) and all of the participant workstations via a
wireless network. This application also maintained seg-
ment timing, so that segments of the protocol (e.g., base-
line HRV data collection) requiring a set period of time
were ensured. It also enabled synchronized logging on all
workstations and aggregating measurements and other
study log data to a central encrypted data store.

PRESIt dAtA CoLLECtIon SyStEm

The integrated PRESIT system comprises an instructor’s
MSE computer, a wireless local area network, audiovisual
presentation components, and set of trainee stations
(STAs) (Figure 4). The computers are linked via the wire-
less network which enables time synchronization across

Figure 1. A post-explosion event in the 
MSE virtual scenario.

Figure 2. A reaction time target in the 
MSE virtual scenario.

Figure 3. MSE session during PRESIT pilot testing.
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subsystems, centralized protocol sequencing, and central-
ized data storage. The audiovisual components comprise
a SoundBlaster X-Fi Surround 5.1 USB adapter, an audio
amplifier with 5.1 surround capability, four Promonitor
1000 speakers, a ProSub 800 powered subwoofer, and a
Panasonic PTAE3000 high definition projector.

The MSE computer manages the sequencing of the train-
ing protocol, presents training materials via a high defini-
tion (HD) projector, presents the MSE mission scenarios
via the HD projector and audio subsystem, serves as a
common time base for networked computers, and provides
centralized data storage for the networked computers.
Software on this computer comprises a protocol manage-
ment program, various training and instructional presen-
tations, and multiple MSE scenarios. The trainee
workstations (STA #1, …, STA #N) provide individual-
ized, automated support for stress relaxation training,
physiological and RT monitoring, physiological perform-
ance assessment, debriefing questionnaires, and other data
collection applications. The trainee workstations are time-
synchronized to the MSE computer as the onset of each
PRESIT training session.

ProCEdurES

Participants. On two occasions, pilot data were collected

from Marines in infantry immersion training (IIT) at the
1 MEF Battle Simulation Center at Camp Pendleton, CA.
A total of 77 Marines (43 experimental and 34 control)
participated. All participants were active duty undergoing
predeployment training exercises, with projected deploy-
ment to Iraq or Afghanistan; they were recruited on the
basis of operational schedules. Seven squads were group
randomized to receive one of two conditions, either the
PRESIT protocol or CBP consisting of educational mate-
rials. Table 2 shows characteristics of the Marine partici-
pants. Despite randomization, members of the control
group were more likely to have been deployed.

Groups of Marines from the same squad were gathered to-
gether in a session. A team of three to four trained indi-
viduals administered the survey, conducted PRESIT
training or CBP, and ensured proper collection of physio-
logic measurements for each group. Data were obtained
for participants in each group over two separate sessions
on the same day (Figure 5). The first session (A) took
place for all group members at the same time prior to spe-
cialized ground-based infantry training attended by every
Marine prior to combat deployment. The second session
(B) occurred for all group members at the same time after
that IIT exposure and debriefing. All available Marines
within the unit were eligible to participate.

Figure 4. PRESIT MSE presentation and 
physiological monitoring system.
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The process followed during pilot testing involved several
steps.

SESSIon a

Upon entering the facility, a squad of 10 to 20 potential
participants were informed about the objectives of the
study, their participation, any risks and benefits, their op-
tion to consent or refuse participation, and their option to
end their participation at any time during the experimental
data collection. We reminded them that this study was not

part of their regular combat training regimen at the IIT and
that there would be no negative consequences from their
command should any individual choose not to participate.
However, these were warfighters trained to operate as a
unit, so it was perhaps unlikely that any individual would
decline consent.

After obtaining consent, the PRESIT experiment protocol
was administered to the combat unit in a grouped class-
room setting. To start, participants completed the ques-

Variable PrESIT CbP Total p-value

Age (mean) 20.8 20.9 20.8 NS

Education

HS or less
Some college or
trade school

79.1
20.9

82.3
17.7

80.5
19.5

NS

NS

Paygrade

E1-E3
E4-E6

67.4
32.6

61.8
38.2

64.9
35.1

NS

Ever deployed 27.9 55.9 40.3 0.1

Stress in work or
family (“a lot”)

37.2 35.3 36.4 NS

Depression 
(CES-D > 16)

37.2 44.1 40.3 NS

PTSd Check-list

(PCL)
PCL>50
PCL>40

9.3
34.9

17.7
35.3

13.0
35.1

NS
NS

Received counseling 14.0 17.7 15.6 NS

Received stress man-
agement for
deploy/combat

53.5 35.3 45.5 NS

Practice relaxation
techniques

14.1 14.7 14.5 NS

Practice martial arts 39.5 58.8 48.0 NS

Interested in learning
stress reduction

81.4 85.3 83.1 NS

Table 2
Percent Distribution of Selected Variables by Group

Hourani et al.
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Figure 5. Data collection protocol.

tionnaire that gathered demographic, stress and coping,
deployment, and other information. Following completion
of this questionnaire, participants clipped on the ear pulse
sensor to begin pulse recording, registering physiologic
activity (i.e., pulse and HRV). Next, an orientation to the
MSE was given, describing the mission within the MSE
and participants’ required actions. When the orientation
was complete, and all participants and their controllers
were synchronized, then the MSE was presented, during
which team members observed the participants to ensure
that they were following procedures and the quality of
their physiological data. At the completion of the MSE,
all participants were given a stress control intervention.
The experimental group received PRESIT, which contains
two phases: (1) biofeedback facilitated breathing retrain-
ing for control of autonomic reactivity, and (2) attentional
control for staying fully engaged in the moment at hand,
while maintaining optimal arousal levels. Participants in
the control groups were treated identically in all respects
except that they received CBP, which consisted of a slide
presentation of COSC materials. Arousal levels were
measured using HRV continuously in the Marines before,
during, and after the MSE. HRV was recorded for at least
three minutes prior to starting the MSE to obtain baseline
data, during the MSE, during the entire intervention, and
then for a five-minute segment following the intervention
during the debriefing. Reaction times to the MSE tasks

(i.e., responding with stimulus type-specific joystick con-
troller movements) were recorded. After debriefing, par-
ticipants were instructed to remove their ear clips. Prior to
departure, they were given handouts with COSC reminder
information.

ImmErSIVE InfanTry TraInIng

Following the first session, Marines entered the IIT as part
of their predeployment combat training at Camp Pendle-
ton. The IIT is live training environment designed to sim-
ulate a typical marketplace in Iraq using a - ockup of a
village inside a large warehouse. Marines patrol through
streets, building, and rooms while participating in infantry-
training scenarios that mimic those encountered during
combat deployment. IIT scenarios involve combat situa-
tions such as encountering hostile insurgents (played by
live actors), ambushes, simulated IED explosions, other
pyrotechnics, and other situations specifically designed to
allow Marines to experience making decisions during
highly stressful situations. Training objectives and scenar-
ios are determined by their unit leaders and the IIT instruc-
tors. Marines receive debriefing by their unit leader after
each scenario. The combat stress experience during these
short simulated missions could be intense and vary greatly
across the troop trainees. Since this training could not be
coordinated with the study protocol, and was generally not
observable by the study team, the potential effects of the
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midday IIT training on the pilot study could not be quan-
tified. Specifically, the effects of the IIT on the second
PRESIT session, particularly the physiological measure-
ments during the second MSE presentation, were likely to
be variable, both across units and individuals. 

SESSIon b

After completing the IIT scenario and debriefing, Marines
returned for the second session of the pilot study. The
amount of time elapsed ranged from only a few minutes
after debriefing to approximately 30 minutes after Marines
completed the IIT and received debriefing across groups.
During the second session, Marines were provided with a
refresher of either the PRESIT or CBP training (the same
as earlier) and then were again exposed to the same MSE.
HRV was recorded throughout the second session identical
to the first session. At the end of this experience, partici-
pants were debriefed and responses to open-ended discus-
sion of their responses to the training and MSE were
elicited, their questions were answered, and their feedback
was noted. After completion of the second session,
Marines were provided with COSC materials before leav-
ing. Total participation time was approximately 1.5 hours
pre-IIT and 0.5 hours post-IIT.

HRV data processing. The overall data collection protocol
for HRV for each experiment day is presented in Figure
5. Before, during, and after each MSE session, beat-by-
beat heart rate information was acquired. After data col-
lection, each recording session was reviewed, and a
structured data file was exported comprising a list of in-
terbeat intervals (IBI), the time and date at the end of the
session, and the session duration in seconds.

Since HRV data were acquired on a separate computer for
each participant, several methods were taken to synchro-
nize timestamps between the participant’s workstation and
the computer that rendered the MSE. In the first pilot data
collection a simple countdown procedure was used, where
each participant pressed a preset key sequence on his game
controller in sync with a projected presentation by the
MSE computer. The time of projection was recorded on
the MSE computer and the time each sequence was keyed
was recorded on the participant’s computer. In the second
pilot data collection a wireless local area network was
used, as described above, to electronically and automati-
cally synchronize all the computers. By these means the
team was able to adjust the times of recorded data, includ-
ing acquired heart beats, and synchronize all data to the
MSE computer and PRESIT protocol timing.

For HRV data analyses, each IBI data file was seg-
mented and extracted to subfiles according to various
analytical requirements. For example, one segmentation
scheme extracted three subfiles: IBI starting 4.5 minutes
prior to each MSE and ending at the start of the MSE,
as a baseline measure of HRV; IBI starting one minute
after the start of each MSE, and continuing for the re-
mainder of the MSE, as a measure of HRV while en-
gaged in the stressful environment’s tasks; and IBI
starting one minute after the end of the MSE and con-
tinuing for 4.5 minutes, as a measure of HRV return to
baseline. Other data segmentation criteria included the
use of overlapping three-minute segments starting be-
fore the MSE with a one-minute start shift; and one-
minute segments occurring before and after primary
MSE events (e.g., explosions). Analysis of initial pilot
data were limited to time domain variables, specifically
SDNN, the standard deviation of all normal IBI (i.e., no
ectopic or missing beats) and pNN50, the percentage of
differences between adjacent normal IBI that are greater
than 50 msec over each IBI data segment.

rESulTS

The effective¬ness of the MSE for practicing stress re-
duction skills depends on its ability to engage partici-
pants and elicit a physiological arousal response. To
meet these objectives, the analysis (1) examined the
arousal of individual experiences to the MSE, and (2)
recorded the speed and accuracy of participants to the
RT task within the MSE.

Descriptive analyses were conducted for summarizing
the outcomes produced by the intervention across the
experimental conditions and within other demographics.
Summary measures were also calculated for each ran-
domized unit (i.e., combat training squad). Simple t-
tests were applied and contingency table methods to
these summary measures and examined associations
with SAS (SAS version 9, Cary, NC). For quantitative
responses, the hierarchical modeling framework of Bryk
and Raudenbush (1992) was followed. Multilevel analy-
ses took into account the intra-class correlation of re-
sponses within the randomized units, since the
participants do not behave independently. Terms con-
sidered in the model included an overall mean, effects
due to services branches (combat or combat service sup-
port), the experimental conditions (PRESIT or CBP) as-
signed to squads, participants within squads, and
baseline and other covariates associated with squads and
participants.

Hourani et al.
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hrV arouSal daTa

Preliminary data analyses included investigation of out-
liers and variable frequency distributions. Crosstabs and
correlations were conducted on all study variables. Initial
t-tests between experimental and control group differences
on HRV variables were run separately for the SDNN and
pNN50 variables and again for previously deployed and
non-deployed groups. Results from the HRV analyses are
presented in Figures 6 and 7, in which higher values along
the y axis denote greater relaxation. In Figure 6, The dif-
ference between the before and during MSE values in the
pre-IIT session is <.05 for both PRESIT and control
groups. The difference between the during MSE values
between pre-IIT and post-IIT for the PRESIT group is also
<.05. These data suggest the MSE effectively increased
arousal, as measured by SDNN, during both the baseline
and post-IIT training sessions.  Furthermore, the p-value
between experimental and control groups is nearly signif-
icant at <.08, with the control group surprisingly showing
greater overall relaxation after training in Session B.

However, for pNN50 (Figure 7), the MSE arousal was
only demonstrated during the post-IIT sessions. The re-
sults showed an interaction between experimental group

and HRV score changes from the first session during the
MSE to the second session during the MSE. Partly this is
because the experimental group showed significantly
more arousal than the control group during the post-IIT
session as measured by pNN50.  Partly, too, the data
showed unexpected and/or uncontrolled variability be-
tween experimental and control groups. For example, 13%
of participants screened positive for PTSD, but the control
group far exceeded the PRESIT group (18% control, 9%
PRESIT). An additional 34% scored as having possible
PTSD (PCL>40) despite upcoming deployment. During
Session A, two participants fell asleep and at least one had
drunk a large caffeinated beverage immediately prior to
SIT.  In contrast to our expected results, the PRESIT group
showed more stress after the IIT than the control group,
possibly as a result of different IIT experiences. 

To further examine potential covariates and confounding
variables, additional multivariate analyses were con-
ducted. For these, logistic models were created on HRV
outcome variables (reduced arousal or increased HRV
from session A MSE to session B MSE) on the total sam-
ple and stratified by having ever been deployed. The team
began by focusing on improvement, measured as greater

Predeployment Stress Inoculation Training

Figure 6. Heart rate variability (SDNN) during PRESIT study conditions.
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relaxation demonstrated during the MSE of the second
session than the MSE of the first session, considering the
participants’ experimental group (PRESIT or CBP) as well
as characteristics such as prior deployment and PTSD
checklist scale score that could act as covariates or con-
founds. Although logistic models were not productive,
multiple regressions using degree of HRV improvement
as a continuous variable did yield findings of interest (see
Tables 3 & 4). For instance, those participants who had
had prior deployment experience and who were in the ex-
perimental group demonstrated significant improvement
from session A to B, despite a small sample size. There
was also a training effect for this group, such that those
participants who showed more improvement (greater re-
laxation) from a baseline HRV state during the training
(i.e., on relaxation breathing and focusing) showed more
improvement between sessions. In contrast, there were no
significant predictive variables for the participants in train-
ing who had never deployed. The analyses also found that
those previously deployed experimental participants who
had high baseline arousal showed no improvement be-
tween sessions, whereas those who had low baseline
arousal showed improvement but less so than the partici-
pants who were relaxed at baseline. Finally, a number of

additional covariates were predictive of improvement
though the small sample size showed the model to be sat-
urated. For example, participants with more PTSD symp-
toms showed significantly more capability for
improvement, as was true for participants who were more
anxious about their next deployment. Furthermore, partic-
ipants with martial arts training and prior stress relaxation
training showed improvement, perhaps related to their
prior experience in relaxation and self-awareness training.

rEaCTIon TImE daTa

The MSE involved not only responding to suspicious and
dangerous objects to increase participants’ arousal but also
responding to reaction time (colored) targets as a measure
of performance. These were important as the intent was
to insure that relaxation training posed no threat to reduced
performance levels and to test the hypothesis that perform-
ance would improve with training. With these targets, it
was possible to objectively determine speed and accuracy
of response. As a further test, a subset of foil targets, of a
different color, were interspersed to gauge participants’
impulsivity and discrimination. Neither the timing, size,
or location of primary targets or foils were presented uni-
formly so that any learning effects would be minimized.

Figure 7. Heart rate variability (pNN50) during PRESIT study conditions.
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For the suspicious and dangerous stimuli, it was then pos-
sible to compare within and across participant sessions to
see if there were effects of stress.

Not only was reaction time considered but also number
and kind of joystick controller button presses. Hits were
defined as correct button-press responses to targets, and
misses as either correct responses that occurred too late
(beyond some pre-established threshold) or failure to re-
spond to targets. False alarms were button-presses to foils,
and correct rejections as failure to respond to foils. During
the Session A (combining across experimental groups),
participants identified (hit) 88% of the targets, and missed
only 12%. Only about 17% of the time did participants re-
spond incorrectly (false alarms) to foils, correctly reject-

ing, on average, 83%. During Session B, experimental
group participants increased their hit rate significantly to
91% (p<.04), though they also increased their false alarm
rate (a non-significant change) to 19%, while control
group participants’ hit rate decreased significantly to 85%
(p<.05) though their false alarm rate also decreased (non-
significantly) to 15%. These data suggest that experimen-
tal group participants were a bit more alert in the post-IIT
session, relative to pre-IIT, compared to controls.

QualITaTIVE daTa

The Marines reportedly liked the PRESIT methodology
and in debriefing preferred it to the didactic educational
materials. 86% of participants stated they were “interested
in learning techniques to manage stress.”

Table 3
Multiple Regression of Potential Predictors of HRV Effectiveness of PRESIT Training (for Experimental

Group Only)

Variable Parameter Estimate Standard Error t Value p-value

Intercept 2.42 1.76 1.38 NS

Low Baseline 
Arousal

-0.50 1.30 -0.38 NS

High Baseline
Arousal

-5.25 1.27 -4.14 P<0.01

PTSD-CL score 0.05 0.04 1.51 NS

Anxiety for next de-
ployment

0.49 1.16 0.42 NS

Practices martial arts 1.16 1.02 1.14 NS

Has practiced relax-
ation techniques

1.32 1.01 1.22 NS

Prior stress manage-
ment training

-0.67 1.06 -0.63 NS

Predeployment Stress Inoculation Training
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dISCuSSIon

This pilot test of predeployment SIT resulted in several
findings, including support for the MSE to engage and
arouse warfighters, support for the physiological measur-
ing methodology, and preliminary suggestions of benefit
particularly for those already having been deployed. As
shown in Figure 6, physiological arousal, inversely meas-
ured by the SDNN HRV measure, clearly increased during
each MSE exposure, decreased after each MSE exposure,
and decreased during stress relaxation training. Moreover,
integration of PRESIT into the predeployment combat
training regimen was universally supported by trainers,
unit leaders, and troops.

It is unclear as to why the SDNN and pNN50 measures of
HRV presented somewhat different results. As shown in
Figure 6, SDNN showed a consistent pattern of increased
arousal and post-MSE recovery during both MSE ses-
sions, while pNN50 only responded during the second ses-
sion (Figure 7). Furthermore, SDNN and pNN50 were

correlated (r=0.81) when we constrain analysis to the post-
IIT training and the MSE Session B data segments.

While SDNN and pNN50 measurements are often corre-
lated (Massin et al, 1999), they do always respond with
the same significance (Guger et al, 2004; Gerakani, et al,
2008).  In a pilot study with an unselect population having
varied combat experience, predeployment anxieties,
heightened PTSD-CL scores, and varied IIT training sce-
narios, it is not surprising that their arousal response as
measured by these related, yet different, methods would
be somewhat inconsistent.

The results of exploratory analyses to examine potential
confounders, while informative, point to a need to improve
the training and stressor experiences for both those who
do not respond well to training and those who have no de-
ployment experience. They also indicate that the PRESIT
regimen may need tailoring based on an individual’s, or
unit’s, prior combat experience or deployment anxiety. In

Hourani et al.

Table 4
Multiple Regression of Potential Predictors of HRV Improvement from Baseline to Follow-up MSE. (for Previ-

ously Deployed Group Only, Within the Experimental Group)

Variable Parameter Estimate Standard Error t Value p-value

Intercept -20.06 1.52 -13.22 P<0.05

HRV training effect
(SDNN)

1.01 0.06 16.06 P<0.05

Low Baseline Arousal -10.26 0.92 -11.12 NS

High Baseline Arousal 0.08 0.51 0.15 NS

PTSD-CL score 0.37 0.03 14.96 P<0.05

Anxiety for next 
deployment

30.82 1.59 19.41 NS

Practices martial arts -10.15 0.28 -36.56 NS

Has practiced relaxation
techniques

-2.90 0.21 -14.02 P<0.05

Prior stress management
training

12.92 0.77 16.98 P<0.05
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addition, these results strongly indicate the need for a
larger sample size to further examine the effects of several
potential covariates including PTSD symptoms, anxiety
about upcoming deployment, practice of martial arts and
relaxation exercises, and receipt of previous stress man-
agement training.

A larger longitudinal intervention study is planned to assess
its effect on PTSD symptoms as a primary prevention in-
tervention in deploying troops. This longitudinal study will
train participants prior to their deployment to theater and
evaluate their stress responses and symptom levels upon
their return. A revised protocol is being developed for a
more usual predeployment environment rather than the IIT,
and to allow for an additional training and practice period.
Following the MSE, participants in the experimental group
will be encouraged to practice breathing to decrease arousal
during their usual predeployment training exercises. Sev-
eral days later all participants will be asked to return and
run through another version of the MSE (a version of the
MSE that reflects village life in Afghanistan rather than
Iraqi as depicted in the pilot MSE) and then relax post-
MSE, practicing those same skills. The analyses will con-
sider the possible separate influences of relaxation
breathing and focusing attention. Upon notification of re-
turn from deployment, the participants will be contacted to
complete a post-deployment follow-up survey similar to
the predeployment baseline survey, but including questions
about compliance and summaries of trauma exposures, and
the efficacy of their PRESIT training will be evaluated.

ConCluSIon

This pilot study has shown the potential for addressing
predeployment training needs to bolster resilience in
troops facing potential traumatic exposures and stressful
experiences. The study used a stress inoculation approach
that focuses on breathing and attentional control and in-
cludes a stressor environment in which to practice these
techniques. Because the skills can be learned in a group
setting in conjunction with ongoing predeployment exer-
cises, the approach represents practical, cost-effective
training that may mitigate stress-related symptoms and
reduce the treatment burden of PTSD among deployed
Marines. Further research in this area using a refined ex-
perimental protocol is underway.
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IN THIS FEATURE, we will try to describe the char-
acteristics of current cyberpsychology and rehabilita-
tion research. In particular, CyberProjects aims at
describing the leading research groups and projects, ac-
tually running around the world, with a special focus
on European research.

CorbyS : CognITIVE ConTrol

framEWork for roboTIC SySTEmS

ProJECT obJECTIVES:

CORBYS’ focus is on robotic systems that have sym-
biotic relationships with humans. Such robotic systems
have to cope with highly dynamic environments as hu-
mans are demanding, curious and often act unpre-
dictably. 

CORBYS will design and implement a cognitive robot
control architecture that allows the integration of 1)
high-level cognitive control modules, 2) a semantically-
driven self-awareness module, and 3) a cognitive
framework for anticipation of, and synergy with,
human behavior based on biologically-inspired infor-
mation-theoretic principles. 

These modules, supported with an advanced multi-sen-
sor system to facilitate dynamic environment percep-
tion, will endow the robotic systems with high-level
cognitive capabilities such as situation-awareness, and
attention control. This will enable the adaptation of
robot behavior to the user’s variable requirements to be
directed by cognitively-adapted control parameters. 

CORBYS will provide a flexible and extensible archi-
tecture to benefit a wide range of applications ranging
from robotized vehicles and autonomous systems, such
as robots performing object manipulation tasks in an

unstructured environment, to systems where robots
work in synergy with humans. The latter class of sys-
tems will be a special focus of CORBYS’ innovation
since important classes of critical applications exist
where support for humans and robots sharing their cog-
nitive capabilities is a particularly crucial requirement
to be met. 

CORBYS’ control architecture will be validated within
two challenging demonstrators: i) a novel mobile robot-
assisted gait rehabilitation system CORBYS; ii) an ex-
isting autonomous robotic system. 

The CORBYS demonstrator that will be developed dur-
ing the project will be a self-aware system capable of
learning and reasoning that enables it to optimally
match the requirements of the user at different stages
of rehabilitation in a wide range of gait disorders. 

Contact Information

GRÄSER Axel
UNIVERSITAET BREMEN
Bibliothekstrasse 1
28359
GERMANY
Tel: +49-42121862444
Fax: +49-4212189862444
http://bitbrain.es/corbys/

Compiled by Giuseppe Riva, Ph.D., 
and Simona Raspelli, Ph.D.
Istituto Auxologico Italiano

Data provided by ICT Results
(http://cordis.europa.eu/ictresults)
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CybErfoCuS

New technologies are developing at a rapid pace.  To help you stay abreast of the latest trends in advanced technolo-
gies and healthcare, this feature showcases upcoming 2011 events which will provide you with the opportunity to
connect with leading experts worldwide and remain on the cutting edge of the most recent developments. 

The CyberFocus column welcomes your contributions. To supply relevant information for this feature, please send
an e-mail to: office@vrphobia.eu.

CyberPsychology & CyberTherapy 16

June 19-22, 2011
Gatineau, Canada
www.interactivemediainstitute.com

The Journal of CyberTherapy & Rehabilitation is the official journal of the CyberPsychology & CyberTherapy Con-
ference (CT16). CT16 brings together researchers, clinicians, policy makers and funding agents to share and discuss
advancements in the growing discipline of CyberTherapy & Rehabilitation, which includes training, education, pre-
vention, rehabilitation, and therapy. The focus of next year’s conference is two-fold–first, “Technologies as Enabling
Tools” will explore the use of advanced technologies in diagnosis, assessment and prevention of mental and physical
disorders. In addition, attention will be drawn to the role of interactive media in training, education, rehabilitation
and therapeutic interventions. Second, CT16 will investigate the impact of new technologies such as Facebook and
Twitter and how they are influencing individual behavior and societal relations.  Technologies featured at the confer-
ence include VR simulations, videogames, telehealth, the Internet, robotics, brain-computer interfaces, and non-inva-
sive physiological monitoring devices.  Conference attendees have the opportunity to explore interactive exhibits at
the Cyberarium as well.

-----------------------------------------------------------------------------------------------------------------------------------------

2011 Conferences

IEEE-Vr 2011

March 19 - 23
Singapore
http://conferences.computer.org/vr/2011/

-----------------------------------------------------------------------------------------------------------------------------------------

med-e-Tel

April 6 - 8 
Luxembourg
http://www.medetel.lu/

-----------------------------------------------------------------------------------------------------------------------------------------

laval Virtual reality Conference

April 6 - 10
Laval, France
http://www.laval-virtual.org/

JCR
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World health Care Congress

April 13 - 14
Brussels, Belgium
http://www.worldcongress.com/

-----------------------------------------------------------------------------------------------------------------------------------------

american Telemedicine association 2011

May 1 - 3
Tampa, Florida, USA
www.americantelemed.org/ATA2011/

-----------------------------------------------------------------------------------------------------------------------------------------

fet11 - The European future Technologies Conference and Exhibition

May 4 - 6
Budapest, Hungary
www.fet11.eu/

-----------------------------------------------------------------------------------------------------------------------------------------

Computer human Interaction (ChI) 2011

May 7 - 12
Vancouver, British Columbia
www.chi2011.org/ 

-----------------------------------------------------------------------------------------------------------------------------------------

World of health IT 2011

May 10 - 13
Budapest, Hungary
http://www.worldofhealthit.org/

-----------------------------------------------------------------------------------------------------------------------------------------

Pervasive 2011

June 12 - 15
San Francisco, California, USA
http://pervasiveconference.org/2011/

-----------------------------------------------------------------------------------------------------------------------------------------

CyberPsychology & CyberTherapy 16

June 19-22, 2011
Gatineau, Canada
www.interactivemediainstitute.com
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ConTInuIng EduCaTIon QuIz

Cognitive Engineering of a military multi-modal memory 

restructuring System (brinkman et al., 83-99)

If you answer 10 out of 12 questions correctly, you will be awarded one CE credit.

Prepared by Willem-Paul Brinkman, Ph.D.

1. What type of engineering approach was followed?

a) Waterfall model
b) Rapid application development
c) Situated Cognitive Engineering
d) Participatory design

2) Which of the following functions is not a core function

of the Military- 3MR system?

a) Provide remote diagnosis 
b) Ensure patient trust
c) Provide a personal approach
d) Provide a structured way of storytelling

3. Which of the following statements are correct?

I) The Military – 3MR system focuses on restructuring
and relearning of past events.
II) The Military – 3MR system offers exposure to generic
war situations in virtual reality.
a) Both are correct
b) Statement I is correct and statement II is not correct
c) Statement I is not correct and statement II is correct
d) Both are not correct

4. Which visual element was not implemented in the eval-

uated Military-3MR system?

a) Photos
b) Text
c) Maps
d) Videos

5. Which of the following statements are correct?

I) The story telling experiment showed that compared to
no use of the system, the use of the Military – 3MR sys-
tem led to significant more time references in a story.
II) The story telling experiment showed that compared to
no use of the system, the use of the Military – 3MR sys-

tem led to significant more location references in a story.
a) Both are correct
b) Statement I is correct and statement II is not correct
c) Statement I is not correct and statement II is correct
d) Both are not correct

6. Which of the following statements are correct?

I) Individuals suffering from combat related PTSD al-
ways have an undistorted and complete recollection of
past events.
II) The timeline (lifeline) in the Military-3MR system is
a chronological representation of events in the patient’s
life. 
a) Both are correct
b) Statement I is correct and statement II is not correct
c) Statement I is not correct and statement II is correct
d) Both are not correct

7. Which of the three main human factors were identified

by the PACT analysis?

a) Trust, emotion, and cognitive task load
b) Trust, simulation sickness, and emotion
c) Simulation sickness, emotion, and cognitive task load
d) Trust, simulation sickness, and cognitive task load

8. What was not considered as a rationale for including

the timeline (lifeline) in the Military-3MR system?

a) To help patients to structure their memory
b) To enhance patients’ awareness of the relative small
time scale of the traumatic event compared to their entire
life
c) To enhance patient’s awareness that the traumatic
events that dominate their current life all happened in the
past
d) To help patients to visualise their past treatment inter-
ventions



9. Which of the following statements are correct?

I) The focus of the evaluation of the Military-3MR sys-
tem reported in the paper was to study the clinical effec-
tiveness of the treatment.
II) The Military-3MR system can only be used in group
sessions.
a) Both are correct
b) Statement I is correct and statement II is not correct
c) Statement I is not correct and statement II is correct
d) Both are not correct

10. Which of the following statements are correct?

I) The common desktop allows patients to structure their
material initially in groups, and place it on specific days
later on.
II) The purpose of the webcam is to record the patient
during an exposure session.
a) Both are correct

b) Statement I is correct and statement II is not correct
c) Statement I is not correct and statement II is correct
d) Both are not correct

11. What was the rationale of using scenarios in the de-

sign of the Military-3MR system?

a) To record design decisions 

b) To establish claims and design requirements

c) To promo the Military-3MR system among patients

d) To promo the Military-3MR system among therapists

12. How was patient trust addressed in the design of the

Military-3MR system?

a) Different installation setups of the Military-3MR sys-
tem
b) The use of password protection
c) Encryption of patients’ material 
d) Credential information of the therapist

ConTInuIng EduCaTIon CrEdITS
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